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Abstract. The K-Means algorithm is possessed of several advantages such as simple
conception and stable efficiency for enormous data sets. While K-Means algorithm also
has several shortcomings. The selection of initial clusters, decision of cluster number,
and elimination of interference of outliers are the three important subjects for improving
K-Means. However, most of the proposed methods of literatures treat only one of the
three subjects mentioned above. In the paper, we propose a two-phase clustering method
by modifying the initialization of K-Means algorithm, which can accomplish the following
jobs simultaneously: (1) deciding the proper cluster number automatically, (2) choosing
the better initial clusters, and (3) reducing the influence of outliers upon the result of
clustering.
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1. Introduction. The clustering problem has broad appeal and usefulness in exploratory
data analysis, and the procedure of clustering is a basis process to human understanding
[15]. The purpose of cluster analysis is to divide the disordered data into several clusters
to make the data of the same cluster possess high similarity, and the data of different
clusters have great differences [7,11,21,23,27,28,30,33].

The grouping of related objects can be found in various fields [5]. For example, recently,
there has been great growth in the amount of commercial data of enterprises. Especially,
the data of consumers’ behavior are always accumulated rapidly. The cluster analysis can
be applied to classify the consumers according to their behavior data. It could help the
enterprises to efficiently analyze the customers’ behavior so that they could understand
more about the customers’ demands which became the critical niche of corporate profits.
The cluster analysis is contributive to the induction of enormous data, hence, the related
clustering methods are extensively used in many fields, such as artificial intelligence,
pattern recognition, statistics, compression, machine learning and market research and so
on [3,7,10,14,15,17,22,29,34].
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