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ABSTRACT. It is well known that k-means algorithm is one of the most widely used
clustering techniques. However, solutions of k-means algorithm depend on the initial-
ization of cluster centers and the final solution converges to local minima. This paper
presents a hybrid evolutionary algorithm to overcome k-means algorithm shortcomings.
The proposed algorithm is elaborately developed by combining Particle Swarm Optimiza-
tion (PSO), Simulated Annealing (SA), and k-means algorithms called PSO-SA-K that
helps find better cluster partition. The efficiency of the proposed clustering technique is
evaluated by several benchmark data sets. The simulation results show that the proposed
algorithm outperforms the previous approaches such as PSO, SA, combination of PSO
and SA (PSO-SA), Ant Colony Optimization (ACO), combination of k-means and PSO
(K-PS0O), combination of Nelder Mead simplex search and PSO (NM-PSO), K-NM-PSO,
Genetic Algorithm (GA), Tabu Search (TS), Honey Bee Mating Optimization (HBMO),
and k-means for partitional clustering problem.
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1. Introduction. In data analysis and pattern classification, categorizing a set of data
pointing to some non-overlapping clusters is an important topic. It has many applications
such as codebook design, data mining, image segmentation, data compression, etc. Many
efficient clustering algorithms have been developed for data sets of different distributions
in the past several decades [1-3].

Clustering algorithms are divided into hierarchical and partitional categories. In hier-
archical clustering, the data are not partitioned into a particular cluster in a single step.
Instead, a series of partitions take place which may run from a single cluster containing all
objects to n clusters each of them containing a single object. Hierarchical clustering [4] is
subdivided into agglomerative methods which proceed by series of fusions of n objects into
groups, and divisive methods which separate n objects successively into finer groupings.
Partitional clustering [5], on the other hand, attempts to directly decompose the data set
into a set of disjoint clusters. The criterion function that the clustering algorithm tries to
minimize may emphasize the local structure of the data, as by assigning clusters to peaks
in the probability density function, or the global structure. Typically the global criteria
involve minimizing some measures of dissimilarities in the samples within each cluster,
while maximizing the dissimilarity of different clusters [5-7]. K-means algorithm is the
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