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Abstract. Many real-world and man-made objects are symmetry. Therefore, it is rea-
sonable to assume that some kinds of symmetry may exist in data clusters. The most
common type of symmetry is line symmetry. In this paper, we propose a line symmetry
distance measure. Based on the proposed line symmetry distance, a modified version of
the K-means algorithm can be used to partition data into clusters with different geomet-
rical shapes. Several data sets are used to test the performance of the proposed modified
version of the K-means algorithm incorporated with the line symmetry distance.
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1. Introduction. Cluster analysis is a tool to explore the underlying structure of a given
data set. It has been applied in many applications [1-4]. While it is easy to consider the
idea of a data cluster on a rather informal basis, it is very difficult to give a formal
and universal definition of a cluster. In the field of cluster analysis, there are two major
difficulties encountered in clustering data. First of all, we usually do not know the number
of clusters in a high-dimensional data set in advance. Basically, there are three different
approaches to the determination of the cluster number of a data set. The first approach
is to use a certain global validity measure (e.g., the Dunn’s separation measure [5,6], the
Bezdek’s partition coefficient [7], the Xie-Beni’s separation measure [8], Davies-Bouldin’s
measure [9], the Gath-Geva’s measure [10], the CS measure [11]) to validate clustering
results for a range of cluster numbers. The second approach is based on the idea of
performing progressive clustering [12-18]. The third approach is the projection-based
approach. Projection algorithms allow us to visualize high-dimensional data as a two-
dimensional or three-dimensional scatter plot [15-21]. Even if we are able to solve the
problem of estimating the number of clusters, the next crucial problem which needs to
be solved is the determination of the distance measure. The geometric shapes of clusters
vary from a data set to a data set. Even in the same data set, each cluster may have its
own geometrical property. Different distance measures may lead to different geometrical-
shaped clusters. For example, while the popular Euclidean distance leads to the detection
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