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Abstract. Bagging is one of the older, simpler and better known ensemble methods.
However, the bootstrap sampling strategy in bagging appears to lead to ensembles of low
diversity and accuracy compared with other ensemble methods. In this paper, a new vari-
ant of bagging, named IGF-Bagging, is proposed. Firstly, this method obtains bootstrap
instances. Then, it employs Information Gain (IG) based feature selection technique to
identify and remove irrelevant or redundant features. Finally, base learners trained from
the new sub data sets are combined via majority voting. Twelve datasets from the UCI
Machine Learning Repository are selected to demonstrate the effectiveness and feasibility
of the proposed method. Experimental results reveal that IGF-Bagging gets significant
improvement of the classification accuracy compared with other six methods.
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1. Introduction. Research in the area of machine learning and data mining has achieved
significant progress in the concept of learning from labeled instances. Although many effi-
cient methods have been proposed, they have been limited to simple concepts or problems.
Furthermore, numerous results suggest that learning more difficult concepts tends to be
extremely difficult. Among the research directions, they have evolved to address these
difficulties, which is ensemble learning [1,2]. A good understanding of how to build more
sophisticated ensemble methods and exploit various possibilities of extracting information
from the environment will move us to be closer to achieving the original intent of machine
learning and data mining [2].

Ensemble learning is a machine learning paradigm where multiple learners are trained
to solve the same problem. In contrast to ordinary machine learning methods which try
to learn one hypothesis from training data, ensemble learning tries to construct a set of
hypotheses and combine them to use [3]. Learners composing an ensemble are usually
called base learners. Ensemble methods have been approved theoretically and empirically
to demonstrate the advantages over the individual base learner. Bagging [4] and boosting
[5,6] are two popular ensemble methods to enforce weak base learners. The effectiveness
of such methods comes primarily from the diversity caused by re-sampling the training
set.

In practice, there are two basic requirements on the base learners for ensemble creation:
diversity, i.e., the candidate base learners should be as diverse as possible, and accuracy,
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