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Abstract. Clustering is an important technique for exploratory data analysis. While
most of the earlier clustering algorithms focused on numerical data, real-world problems
and data mining applications frequently involve categorical data. Here, we propose a new
clustering algorithm for categorical data that is based on the frequency of attribute value
combinations. Our algorithm finds all the combinations of attribute values in an object,
which represent a subset of all the attribute values, and then groups the object using
the frequency of these combinations in each cluster. As our algorithm considers all the
subsets of attribute values in an object, objects in a cluster have not only similar attribute
value sets but also strongly associated attribute values. Also, the proposed algorithm is
not the clustering method using the similarity between only two objects, but rather uses
the similarity between an object and clusters. Therefore, it provides global information in
clustering results. We conducted experiments with real and synthetic data sets to evaluate
FAVC. We show that FAVC is more scalable and provides higher quality results than the
previous method.
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1. Introduction. Clustering is an important technique for exploratory data analysis [1].
Clustering problems occur in a wide range of applications and are an important component
of data mining, statistical pattern recognition, machine learning, and information retrieval
[2]. In data mining, clustering is widely used for grouping objects into classes or groups so
that objects within one group are more similar to each other than those in other groups.

Most of the earlier clustering algorithms focused on numerical data, where the clustering
was based on a distance measure such as the Euclidean distance. However, data in the real
world or in data mining applications frequently involve categorical data. The clustering
of categorical data is a difficult, yet important task [3].

Categorical data consist of attribute sets whose domain is not numeric, and each at-
tribute takes on a set of values that is not ordered. The most important feature of
categorical data is that there is no natural distance between two objects, as there is no
obvious order in their values [4]. Therefore, the traditional approach of converting cate-
gorical data into numeric values does not necessarily produce meaningful results [5]. Also,
transforming categorical values to numeric values leads to loss of semantics and waste of
storage when the domain of the categorical attribute is large. In addition, Rock algorithm
[6] showed that the Euclidean distance can be a poor measure of similarity for categorical
attributes.

Therefore, similarity measures such as the Jaccard coefficient have often been used for
clustering categorical data instead of the Euclidean distance. However, as the Jaccard co-
efficient computes the similarity between two objects only, it does not reflect the properties

4393


