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Abstract. In this paper, an adaptive packet loss recovery (APLR) method that im-
proves the speech quality of a real-time speech streaming (RSS) system over IP networks
is proposed. The proposed APLR method estimates the packet loss rate (PLR) of network
via a real-time speech quality assessment (RSQA) at the receiver side of the RSS sys-
tem, and then requests the opposite RSS system to transmit redundant speech frame data
(RSD). Thus, it assists the speech decoder employed in the RSS system to reconstruct lost
speech signals when the estimated PLR is high. In particular, according to the estimated
PLR, the proposed APLR method then controls the bitrate of speech coding for the RSS
system. In other words, a speech packet combines the bitstreams of the current speech
frame data (CSD) and the RSD for a high PLR. Otherwise, for a low PLR, a speech
packet consists of the CSD bitstreams alone. The effectiveness of the proposed APLR
method is finally demonstrated by using an adaptive multirate-narrowband (AMR-NB)
speech codec and ITU-T Recommendation P.563 as the scalable speech codec and RSQA,
respectively. It is shown from experiments that an RSS system employing the proposed
APLR method significantly improves the speech quality under packet loss conditions.
Keywords: Packet loss recovery, Real-time speech quality assessment, Redundant speech
transmission, Adaptive multi-rate speech coding

1. Introduction. Due to the rapid development of Internet protocol (IP) networks over
the past few decades, audio and video streaming services are increasingly available via
the Internet. Moreover, as these services are extended to wireless networks, the quality of
service (QoS) of audio and video streaming is becoming ever more critical. To this end,
there have been a number of previous studies reported that have attempted to guarantee
the quality of speech that could be impaired due to environmental factors such as network
conditions [1, 2] or noise [3]. Specifically, real-time speech streaming (RSS) systems require
a minimum level of speech communication quality. For example, the guarantee of speech
quality is important for e-learning applications, where such speech quality is largely related
to packet losses and end-to-end packet delays [4]. When speech streaming is performed via
user datagram protocol/IP (UDP/IP) networks, however, packets may be lost or arrive
too late for playback due to inevitable delays. In this case, a typical RSS system can only
tolerate a few packet losses for real-time services, though these packet losses frequently
occur in wireless networks due to bandwidth fluctuations [5].

Several packet loss recovery methods, implemented via the Internet and wireless net-
works, have been proposed for RSS systems. For instance, the techniques proposed in [6, 7]
were sender-based packet loss recovery methods using forward error correction (FEC). In
regards to wireless networks, the techniques proposed in [8, 9] were based on unequal error
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protection (UEP) methods. In addition, the modified discrete cosine transform (MDCT)
coefficients of audio signals were used as redundant data in order to assist an MP3 audio
decoder to reconstruct lost audio signals [10]. However, these methods did not take into
account time-varying network conditions, i.e., packet loss rate (PLR). In other words, in
order to recover the lost packets based on conventional FEC methods, the redundant data
are designed to be constantly transmitted even if the network conditions are declared as
no packet losses. Therefore, a new packet loss recovery method is needed to efficiently
recover the speech quality by considering the time-varying network conditions.
Towards this goal, this paper focuses on the use of a real-time speech quality assessment

(RSQA) as well as redundant speech frame data (RSD) transmission, where the RSQA
is used as the PLR estimation under time-varying network conditions. In addition, a
real-time transport protocol (RTP) payload format is newly suggested as a means of
supporting the proposed adaptive packet loss recovery (APLR) method. In other words,
a speech packet can combine the bitstreams of the current speech frame data (CSD) and
the RSD when the PLR is estimated to be high. Thus, even if a speech packet is lost,
the speech decoder employed at the opposite side of the RSS system can reconstruct
speech signals corresponding to lost packets having a minimum speech quality by using
the RSD of the previous packet. On the other hand, when the PLR is estimated to be
low, a speech packet is organized by using the CSD bitstreams alone. The effectiveness
of the proposed APLR method is finally demonstrated by using the adaptive multirate-
narrowband (AMR-NB) speech codec [11] and ITU-T Recommendation P.563 [12] as the
scalable speech codec and RSQA, respectively.
Following this introduction, Section 2 discusses an RSS system that can accommodate

the proposed APLR method, and Section 3 describes the detailed procedure of the pro-
posed APLR method. After that, Section 4 evaluates the performance of the proposed
APLR method by measuring the mean opinion score (MOS) according to different packet
loss rates. Finally, we summarize our findings in Section 5.

2. An RSS System Based on the Proposed APLR Method.

2.1. Overview. An RSS system extends the traditional speech communication function
over a public switched telephone network (PSTN) to IP networks in order to provide
various applications. It transmits a continuous speech signal as segmented data packets
via an IP protocol. For this transmission, the RSS system transforms a continuous input
speech signal to digital speech frame data by using an analog-to-digital (A/D) converter,
and then encodes each speech frame data to a bitstream using a speech compression al-
gorithm. Next, the bitstreams are transmitted via a real-time streaming protocol in the
form of a predefined packet. When the transmitted packets arrive at the opposite RSS
system over the IP network, the bitstreams are extracted after unpacketizing. Subse-
quently, the extracted bitstreams are decoded into speech frame data, and the decoded
speech frame data are finally transformed into a continuous output speech signal using a
digital-to-analog (D/A) converter.
Figure 1 shows the packet flow for the RSS system implemented in this paper, where

Subsystems A and B represent the parties of the speech stream communication, which
both employ the proposed APLR method. First, the sender side of Subsystem A performs
scalable speech encoding for the input CSD. Next, the sender side generates a packet
according to a real-time transport protocol (RTP) payload format, where the packet
includes the CSD bitstreams with the RSQA score that has been sent back from Subsystem
B. Note here that the RSD bitstreams should be incorporated in this payload when the
estimated PLR is high. After that, the formatted RTP packet is transmitted. Meanwhile,
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as the RTP packet arrives at the receiver side of Subsystem B, the receiver side analyzes
the received packet according to the RTP payload format, and then extracts the CSD
bitstreams and the RSQA score. In the case that the RTP payload format includes the
RSD bitstreams, the RSD bitstreams are used to recover a lost packet in the future. Next,
the extracted CSD bitstreams are decoded using a scalable speech decoder and stored in
a speech buffer in order to obtain an RSQA score. Finally, the RSQA score is transmitted
back to Subsystem A.
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Figure 1. Packet flow for an RSS system employing the proposed APLR
method, where Subsystems A and B represent the two communication par-
ties

2.2. Payload format. As mentioned in Section 2.1, an RSS system employing the pro-
posed APLR method can have an indicator for a scalable bitrate of speech coding. More-
over, in order to deliver RSQA scores from Subsystem A to Subsystem B, and vice versa,
there should be fields reserved in the format to accommodate the transmission of RSD
bitstreams and RSQA scores. Thus, we select the RTP payload format defined in IETF
RFC 3267 for the AMR-NB speech codec [13], as shown in Figure 2.

In the payload format, an ‘F|FT|Q’ sequence of control fields is used to describe each
speech frame data. Note here that a codec mode request (CMR) field is applied to all
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Figure 2. Example of RTP payload format for the AMR-NB speech codec
defined in RFC 3267

speech frame data. In other words, a one-bit F field indicates whether this frame is to be
followed by another speech frame data (F = 1) or if it is the final speech frame data (F
= 0). In addition, an FT field, comprised of 4 bits, then indicates if this frame is actually
coded by a speech encoder or if it is just comfort noise. That is, bits in this field are
assigned from 0 to 7, corresponding to encoding bitrates of 4.75, 5.15, 5.90, 6.70, 7.40,
7.95, 10.2 and 12.2 kbit/s, respectively. However, if comfort noise is encoded, the assigned
number only ranges from 8 to 11. Note also that the number 15 indicates the condition in
which there is no data to be transmitted, and that the numbers 12 to 14 are reserved for
future use. Next, a Q field, a one-bit indicator of the speech quality, is set at 0 when the
speech frame data are severely damaged. Otherwise, it is set at 1. Finally, the CMR field,
comprised of four-bits, is used to deliver a mode change signal to the speech encoder. For
example, it is set to one of eight encoding modes, corresponding to different bitrates of
the AMR-NB speech codec. At the end of the payload, P fields are used to ensure octet
alignment.
In order to realize the proposed APLR method in this payload format, two new frame

indices for the RSD bitstream and RSQA score are incorporated into the FT field, which
are denoted using the numbers 12 and 13, respectively.
The use of the RTP payload format described above has several advantages. First, the

control ability for a speech encoder, such as the CMR field, is retained for the employed
speech codec in the implemented RSS system. Next, the overhead of the control fields
for each RSD bitstream is required to be as small as six-bits in ‘F|FT|Q’. Finally, no
additional transport protocol for the speech quality feedback is needed since this feed-
back is conducted using RTP packets that are currently being used to deliver the speech
bitstreams. Therefore, the transmission overhead for the speech quality feedback is sig-
nificantly reduced compared with existing transport protocols designed for feedback such
as the RTP control protocol (RTCP) [14].

3. Proposed APLR Method.

3.1. Packet loss recovery and RSQA at the receiver side. Figure 3 shows the
procedure for packet loss recovery and RSQA at the receiver side for the proposed APLR
method. First, the packet loss occurrence is verified through RTP packet analysis. Then,
the received CSD bitstreams are decoded if it is decided that there are no packet losses.
On the other hand, if it is decided that there are packet losses, the lost speech signals are
recovered by using the RSD bitstreams or by using the packet loss concealment (PLC)
algorithm of the speech codec, depending on the availability of the RSD bitstreams.
Finally, the speech decoder reconstructs the speech frame data from these CSD bitstreams,
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and the RSQA is conducted using the speech frame data once the amount of speech frame
data is sufficient for computing an RSQA score.
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Figure 3. Procedure for packet loss recovery and RSQA at the receiver side

For the RSQA computation, the speech frame data in the speech buffer are used by
overlapping, as shown in Figure 4. In the figure, ŝ(m) is the m-th speech frame data input
to the speech buffer, N is the total number of frames to be used for each RSQA, and P is
the number of frames to be overlapped for the next RSQA. In other words, the RSQA is
conducted when every (N−P) frames are newly received from the opposite RSS system.
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Figure 4. Overlap of speech frame data for the RSQA at the receiver side

3.2. Scalable speech coding and adaptive RSD transmission at the sender side.
Figure 5 presents a flowchart illustrating how to transmit scalable speech coding bit-
streams and the RSD bitstreams at the sender side for the proposed APLR method.
First, the sender side estimates the PLR by comparing the received RSQA score with a
predefined threshold, MOST , and changes the bitrate of scalable speech coding according
to the estimated PLR. In other words, when the received RSQA score MOSS is higher
than MOST , the CSD bitstreams are encoded with the highest bitrate BitrateF with no
RSD transmission as shown in Figure 6. However, when MOSS is lower than MOST ,
the CSD bitstreams are encoded with a smaller bitrate BitrateH than BitrateF , which
enables the remaining bitrate BitrateR to be assigned for the RSD transmission. Finally,
the RTP payload format described in Section 2.2 is configured according to this adaptive
RSD transmission.
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Figure 5. Flowchart of scalable speech coding and adaptive RSD trans-
mission at the sender side
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Figure 6. Bitrate assignment according to the estimated PLR using the
received RSQA score

As described above, at the sender side of the RSS system, the PLR is estimated from
the RSQA scores that are periodically reported from the opposite RSS system. This PLR
estimation is effective for the following reasons. First, the speech quality of the received
speech data is strongly correlated with the PLR [15]. Second, the speech quality measured
as mean opinion scores can be considered as a clearer indicator of the speech quality than
any other parameter in the RSS system [16].

4. Performance Evaluation. In order to demonstrate the effectiveness of the proposed
APLR method, the AMR-NB speech codec [11] was used as a scalable speech codec. The
AMR-NB speech codec was operated at eight bitrates ranging from 4.75 to 12.2 kbit/s, and
the RSQA was performed using ITU-T Recommendation P.563 [12]. In this experiment,
the input speech signals were sampled at 8 kHz and encoded using the AMR-NB speech
codec at a bitrate of 10.2 kbit/s. In order to apply the ITU-T Recommendation P.563,
N was set to 200 frames, corresponding to 4 seconds, which satisfied the requirements
of ITU-T Recommendation P.563 [12]. In addition, MOST was set to 3.6, regarded as
the guidance value of speech communication availability [17]. Finally, the RSD bitrate
BitrateR was set to 4.75 kbit/s, which was almost half the bitrate of 10.2 kbit/s. For the
CSD bitstreams, when the estimated PLR is assume to be high the bitrate BitrateH was
also set to 4.75 kbit/s.
Next, we simulated two different packet loss conditions, including random and burst

packet losses. During these simulations, PLRs of 3, 5, 7, 10 and 13% were generated by
the Gilbert-Elliot model defined in ITU-T Recommendation G.191 [18]. Under the burst
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packet loss condition, the burstiness of the packet losses was set to 0.5, and the mean and
maximum consecutive packet losses were measured at 1.4 and 4.6 frames, respectively.

4.1. Performance evaluation of RSQA according to the number of overlapped
frames. As an important factor for the RSQA, we considered an appropriate number of
frames to be overlapped in the received speech frame data (Figure 4), denoted as P. In
addition, N was set to 200 frames, as described above, and P was increased from 0 to 180
frames in a step of 20 frames in order to investigate the effect of the number of overlapped
frames on the overall speech quality.

In order to perform the test, we prepared speech data consisting of 48 sentences spoken
by 8 speakers (4 males and 4 females) from the NTT-AT speech database [19], where
each sentence was about 4 seconds long and sampled at a rate of 16 kHz. These speech
data were first filtered using a modified intermediate reference system (IRS) filter followed
by an automatic level adjustment [18]. Then, the speech data were down-sampled from
16 to 8 kHz. Each speech sentence was processed by the proposed APLR method, and
subsequently evaluated using the perceptual evaluation of speech quality (PESQ) defined
by ITU-T Recommendation P.862 [20].

Tables 1 and 2 show the speech qualities measured in MOS using PESQ for the speech
data processed by the proposed APLR method for different P values under random and
burst PLR conditions, respectively. It was shown from the tables that the proposed APLR
method could provide better speech quality with a longer P. Moreover, when P was set to
180 frames, the speech quality was the best under both random and burst PLRs. Based
on these results, the number of overlap frames, P, for the proposed APLR method was
set to 180 frames for the experiments in the following subsection.

4.2. Performance evaluation of the proposed APLR method. In this subsection,
a speech quality comparison was performed on an RSS system employing the AMR-
NB speech codec with/without the proposed APLR method. Note here that the PLC
algorithm embedded in the AMR-NB speech decoder was always applied without regards
to the proposed APLR method. In the test, 48 speech sentences from the NTT-AT
speech database were used, and they were prepared by the same procedure described in
Subsection 4.1 even if these sentences were different from those used in Subsection 4.1.

As the experimental conditions, the RSS system was first implemented by using the
AMR-NB and the ITU-T Recommendation P.563 as a scalable speech codec and the
RSQA, respectively. Here, the input speech signals were sampled at 8 kHz and encoded
using the AMR-NB speech codec at a bitrate of 10.2 kbit/s. Using the RSQA, the speech
data were transmitted for up to 4 seconds (at a period of 0.4 seconds), by overlapping
the speech data by as long as 3.6 seconds. Second, the threshold for the estimated speech
quality required to transmit the RSD was set to 3.6 MOS [17], and the bitrate was set
to 4.75 kbit/s for each RSD and CSD bitstream when the PLR was assumed to be high.
Third, the packet loss conditions were generated under PLRs of 3, 5, 7, 10 and 13% with
random and burst patterns by using the Gilbert-Elliot channel model [18]. Here, the
burstiness of the packet losses was set to 0.5, and the mean and maximum consecutive
packet losses were measured at 1.4 and 4.6 frames, respectively, in the burst patterns.

Table 3 compares the speech quality measured in MOS using PESQ for the processed
speech data with/without the proposed APLR method under random PLR conditions,
where the PLR ranged from 3 to 13%. As expected, if the PLR was 0, i.e., there were
no packet losses, the speech quality was not affected by the proposed APLR method, as
shown in the first column of the table. In addition, it was shown from the table that as
the PLR increased, the speech quality obtained by applying the proposed APLR method
was relatively improved compared with that without the proposed APLR method. As a
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Table 1. MOS scores measured by PESQ for the speech data recovered
with the proposed APLR method using different P values under random
PLRs ranged from 3 to 13%

P (frames)
PLR (%)

Average
0 3 5 7 10 13

0 3.64 3.18 2.99 2.80 2.76 2.52 2.85
20 3.64 3.21 3.13 2.97 2.85 2.78 2.99
40 3.64 3.20 3.13 2.92 2.86 2.77 2.98
60 3.64 3.22 3.13 2.95 2.86 2.78 2.99
80 3.64 3.15 3.03 2.81 2.81 2.63 2.88
100 3.64 3.19 3.10 2.94 2.86 2.77 2.97
120 3.64 3.18 3.10 2.99 2.89 2.83 3.00
140 3.64 3.16 3.12 3.03 2.90 2.82 3.01
160 3.64 3.18 3.11 2.99 2.91 2.84 3.00
180 3.64 3.18 3.14 3.05 2.90 2.85 3.02

Table 2. MOS scores measured by PESQ for the speech data recovered
with the proposed APLR method using different P values under burst PLRs
ranged from 3 to 13%

P (frames)
PLR (%)

Average
0 3 5 7 10 13

0 3.64 3.28 3.10 2.87 2.79 2.57 2.92
20 3.64 3.15 3.03 2.81 2.81 2.63 2.88
40 3.64 3.17 3.04 2.87 2.77 2.61 2.89
60 3.64 3.17 2.99 2.86 2.80 2.57 2.88
80 3.64 3.25 3.11 2.89 2.84 2.62 2.94
100 3.64 3.19 3.02 2.91 2.81 2.67 2.92
120 3.64 3.19 3.02 2.94 2.83 2.66 2.93
140 3.64 3.18 3.02 3.91 2.82 2.65 2.92
160 3.64 3.17 2.99 2.92 2.81 2.73 2.92
180 3.64 3.17 3.03 2.88 2.83 2.72 2.93

result, the proposed APLR method improved the average speech quality from 2.79 to 3.00
MOS under random PLR conditions.
Table 4 compares the speech quality measured in MOS using PESQ for the decoded

speech data with/without the proposed APLR method under burst PLR conditions, where
the PLR ranged from 3% to 13%. Similarly to the results shown in Table 3, the RSS
system employing the proposed APLR method provided relatively higher MOS scores for
higher PLRs, compared with that without the proposed APLR method. Consequently,
it was shown from this experiment that the proposed APLR method could improve the
average speech quality by as much as 0.21 and 0.15 MOS under random and burst packet
loss conditions, respectively, compared with that of an RSS system without the proposed
APLR method in which only the AMR-NB PLC algorithm was used. Thus, it could be
concluded here that the proposed APLR method improved the speech quality under both
random and burst packet loss conditions, compared with the AMR-NB PLC algorithm.
Moreover, it did not require any additional transmission overhead.
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Table 3. MOS scores measured by PESQ for the speech data recovered
with/without the proposed APLR method under random PLRs ranging
from 3 to 13%

Method
PLR (%)

Average
0 3 5 7 10 13

Without the proposed
APLR method

3.66 3.15 2.94 2.79 2.60 2.46 2.79

With the proposed
APLR method

3.66 3.16 3.11 3.05 2.90 2.81 3.00

Improvement 0.00 0.01 0.17 0.26 0.30 0.35 0.21

Table 4. MOS scores measured by PESQ for the speech data recovered
with/without the proposed APLR method under burst PLRs ranging from
3 to 13%

Method
PLR (%)

Average
0 3 5 7 10 13

Without the proposed
APLR method

3.66 3.23 2.99 2.88 2.70 2.45 2.85

With the proposed
APLR method

3.66 3.27 3.08 3.01 2.90 2.72 3.00

Improvement 0.00 0.04 0.09 0.13 0.20 0.27 0.15

By using one frame of RSD in this experiment, the improvement was marginal for burst
packet losses; however, the improvement was significant for higher PLRs under random
and burst packet loss conditions. For example, we achieved 0.35 and 0.27 MOS for 13%
random and burst PLR conditions, respectively. This improvement was due to the fact
that the proposed APLR method could assist the speech decoder to recover lost speech
signals by using the transmitted RSD bitstream, when the PLR was estimated to be
high. Hence, it could be also concluded that the proposed APLR method was useful
for both random and burst packet loss patterns, especially for high PLRs, by adaptively
transmitting the RSD bitstreams according to the estimated network conditions.

In order to realize the proposed APLR method on an RSS system, we needed to opti-
mize the computational complexity of the RSQA module included in the proposed APLR
method. In the proposed method, the computations for the speech coding were actu-
ally reduced because the speech coding bitrate was lowered according to the estimated
PLR. However, the proposed APLR method needed additional computations for the PLR
estimation. Thus, a computational optimization for the single-ended speech quality as-
sessment should be performed in order to implement the proposed APLR method in
real-time on resource-limited devices such as portable multimedia devices.

5. Conclusions. In this paper, we proposed an adaptive speech packet loss recovery
(APLR) method to improve the speech quality of a real-time speech streaming (RSS)
system. The aim of this work was to design an RSS system such that a minimum speech
quality was guaranteed for reliable speech communications by considering time-varying
network conditions, i.e., the packet loss rate (PLR). Here, the proposed APLR method
was optimized to accommodate packet loss recovery capabilities for a given transmission
bandwidth and a desired speech quality, and thus it could provide an adaptive redundant
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speech frame data (RSD) transmission according to the estimated PLR. For the PLR
estimation, the proposed APLR method performed the speech quality assessment for the
received speech data. Based on the feedback from the opposite RSS system, the proposed
APLR method could then control the RSD transmission and optimize the speech coding
bitrate.
To show the effectiveness of the proposed method, we compared the speech quality

recovered with/without the proposed APLR method under packet loss conditions. Here,
the speech quality without the proposed APLR method was measured when the packet
losses were recovered by the packet loss concealment (PLC) algorithm embedded in the
AMR-NB speech decoder at the highest bitrate of 10.2 kbit/s. For the proposed APLR
method, the bitrate of the AMR-NB was set to 4.75 kbit/s in order to encode each RSD
and current speech frame data (CSD) for a comparison with the equivalent conditions
of the transmission bandwidth. Consequently, the experiments showed that the speech
quality of the RSS system employing the proposed APLR method was improved from 2.79
to 3.00 MOS and from 2.85 to 3.00 MOS under random and burst PLRs, respectively,
compared with that of the RSS system without the proposed APLR method. Thus, it
could be concluded that the proposed APLR method could improve the speech quality
under both random and burst packet loss conditions, compared with the AMR-NB PLC
algorithm. Moreover, it did not require any additional transmission overhead.
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