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Abstract. In this paper, a two-step supervised learning algorithm of a single layer
feedforward Artificial Neural Network (ANN) is proposed for solving imbalanced dataset
problems. Levenberg Marquart backpropagation learning algorithm is utilized in the first
step learning, while the second step learning mechanism is introduced by optimizing the
decision threshold of the step function at the output layer of ANN using particle swarm
optimization (PSO). After all the steps learning are accomplished, the best weights and
decision threshold value are obtained to be used for testing process. Several imbalanced
datasets, which are available in UCI Machine Learning Repository, are chosen as case
study. The prediction performance is assessed by Geometric Mean (G-mean), which is a
standard measure to indicate the efficiency of classifier for imbalanced datasets. Based
on the experimental results, the proposed method is able to provide good G-mean value
compared with the conventional ANN approaches.
Keywords: Artificial neural network, Imbalanced dataset problem, Particle swarm opti-
mization, Machine learning, Single layer feedforward neural network, Decision threshold,
Two-class classification

1. Introduction. An imbalanced dataset can be defined as a dataset that consists of
several inputs and outputs (classes), where one of the classes (minority class) is signif-
icantly less than other classes (majority class). The problem of imbalanced dataset is
due to the imbalanced class ratio. The problem is more difficult to be solved if the class
ratio is highly imbalanced and lack of representative data. In recent years, learning from
imbalanced datasets has become a crucial problem in machine learning and usually found
in many applications such as computer security [1], biomedical [2,3], remote-sensing [4],
engineering [5,6], and manufacturing industries [7].

Most of conventional ANN classifiers perform poorly and are not able to efficiently learn
from imbalanced datasets because the classifier is designed for balance datasets. A study
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carried out by Murphey et al. [8] highlighted the imbalanced datasets problems, which
are the overwhelming training instances of the majority class, and the network tends to
ignore the minority class and then treats it as noise.
Therefore, the existing learning algorithms for imbalanced dataset problems have been

proposed to improve the conventional ANN classifiers. Giang et al. [5] have modified four
main training algorithms for feedforward ANN, namely, gradient descent (GD), gradient
descent with momentum and variable learning rate (GDMV), resilient back propagation
(RPROP), and Levenberg-Marquardt (LM). This finding showed that the modified train-
ing algorithms are able to achieve better classification accuracy than conventional ANN
training algorithms.
By utilizing a single layer feedforward ANN, Anand et al. [9] have proposed a mod-

ified version of the conventional backpropagation algorithm. The algorithm focuses on
calculating the direction of the weight changes, which decrease the error for each class.
Next, a study was conducted by using three different ANN architectures, which are Fuzzy
ARTMAP, multi-layered backpropagation, and Radial Based Functions (RBF) [10]. For
each of the three network architectures, three training methods were used: simple train-
test, duplicate training samples of the minority class, and the Snowball method. In
conclusion, the authors suggested that the Fuzzy ARTMAP has the potential to give
robust performance for imbalanced dataset problems.
Moreover, Fu et al. [11] have proposed a modified training algorithm for the RBF

neural network to improve the prediction performance of the conventional RBF neural
network. The modified training algorithm focuses on improving the accuracy of minority
class with maintaining the overall classifier performance. Zhou et al. [12] have applied
cost-sensitive learning in backpropagation ANNs. This study also determines the effects of
data sampling (undersampling and oversampling) and threshold-moving during training.
Instead of utilizing a data sampling technique, this approach finds an optimum decision
threshold using a move-threshold algorithm at the output layer of the network to obtain
the best prediction performance. In the end, the authors concluded that the threshold-
moving is the best training algorithm for a cost-sensitive ANN.
Alejo et al. [13] have proposed a method to improve the classifier performance of RBF

and Multilayer Perceptron (MLP) for imbalanced datasets. In this method, the RBF
and the MLP are applied with a filtering technique in data preprocessing that is based
on a Nearest Neighbour rule. Consequently, this method improved the performance of
RBF classifier. Unfortunately, the performance is worst when this method employs to
MLP classifier. Another existing approach called Modular Neural Network (MNN) [14],
which is based on divide-and-conquer concept [14], is adopted as a novel decomposition
technique. The network is combined with several integration methods, such as averaging
and Genetic Algorithm (GA), for combining the decisions by each network.
Overall, the strategies to handle these problems can be categorized into two different

approaches, which are data level and algorithm level [15]. At the data level, features
selection and re-sampling techniques, such as resolving over sampling and under sampling,
can be used to minimize the imbalanced effect [13]. On the other hand, the algorithm
level involves internal modification of learning algorithm.
The investigation approach proposed in this paper focuses on ANN as a tool to classify

imbalanced datasets. In order to improve feedforward ANN for imbalanced datasets, this
paper proposes a two-step supervised learning, which includes particle swarm optimization
(PSO), as a tool to tune the decision threshold value of the step function at the output
layer of ANN. Recently, PSO has been utilized in various applications such as DNA
sequence design [16], genetic programming [17], and stock portfolio selection [18].
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Figure 1. An architecture of ANN for binary classification

The rest of this paper is organized as follows. Section 2 focuses on a conventional
ANN and performance measure for imbalanced dataset problems. Section 3 describes the
proposed two-step learning approach based on ANN for imbalanced dataset problems. In
Section 4, several experimental results are presented and discussed. Finally, conclusions
are given in Section 5.

2. Conventional ANN and Performance Measure for Imbalanced Dataset Prob-
lems.

2.1. ANN classifier for two-class imbalanced dataset problems. A single layer
feedforward ANN for two-class classification is shown in Figure 1, where n is the number
of inputs and m is the number of neurons in the hidden layer. The weights, w, are located
on the links from input layer to hidden layer and from hidden layer to output layer.
The hyperbolic tangent function is used in the hidden layer. Levenberg-Marquardt (LM)
algorithm is used in training the neural network to minimize the Mean Squared Error
(MSE) between the actual outputs of the network and the desired outputs.

A sigmoid function, f(x), shown in Equation (1), is used at the output layer to calculate
the limit value of the desired output between 0 and 1.

f(x) = (1/(1 + exp(−x))) (1)

g(f(x)) =

{
1 if f(x) > θ
0 otherwise

(2)

where x is the total weight values after summation at output layer. Then, a step function,
g(f(x)), shown in Equation (2), is used to clamp the f(x) value, which is either 0 or 1,
based on the threshold value, θ, as the decision threshold. For this network, the decision
threshold value is set to 0.5.

2.2. Performance measure for imbalanced datasets. Geometric Mean (G-mean)
is one of standard performance measures used in an imbalanced dataset classifier. The
reason of using G-mean is to balance the ratio of prediction between majority and minority
class. The percentage of G-mean indicates that how good an imbalanced dataset classifier
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predicts the classes. The G-mean is calculated as follows:

G−mean =
√
(TNR× TPR) (3)

where,

TNR =
TN

TN + FP
(4)

TPR =
TP

TP + FN
(5)

where TP , FN , FP and TN can be defined as follows. True Positive (TP ) refers to cor-
rectly prediction of the majority class. False Negative (FN) refers to wrongly prediction
of the minority class as majority class. False Positive (FP ) refers to wrongly prediction
of majority class as minority class. True Negative (TN) refers to correctly prediction of
minority class.

3. The Proposed Two-Step Supervised Learning of Artificial Neural Network.
Figure 2 shows an overview of the proposed approach. The proposed approach can be
divided into three phases; first-step learning, second-step learning, and testing. At first,
the dataset is randomly divided for training and testing processes. The class ratio of the
training and testing dataset must be exactly similar to the class ratio in the dataset.

Figure 2. The architecture of the proposed two-step supervised learning
of ANN for imbalanced dataset problems
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3.1. First step learning. This section describes the first step learning mechanism of
the proposed ANN classifier. The first step of the learning mechanism is similar to the
conventional ANN learning algorithm in Section 2. The best weight values, wj, which
are obtained from training process, are used as the input to the second step learning and
testing process. Note that j is the total number of best weights in the designed network.

3.2. Second step learning. The objective of the second step learning mechanism is to
further optimize the network. In this study, PSO [19] with dynamic inertia weight (DIW),
Equation (6) is employed to find the best value of decision threshold, θOptimized during the
second step learning, as shown in Figure 3. The PSO parameters that are employed in
the second step learning is shown in Table 1. G-mean is used as the fitness function to
tune the decision threshold, θ.

ω = ωmax −
(

ωmax − ωmin

Maximum Iteration
× Current Iteration

)
(6)

3.3. Testing. As shown in Figure 2, the output of testing dataset is used after the first
and the second learning steps are accomplished. Finally, G-mean is calculated to evaluate
the classifier’s performance for imbalanced dataset.

Figure 3. Implementation of PSO algorithm during the second-step learn-
ing mechanism of the proposed ANN

Table 1. PSO setting parameter

Number of particles 20
Dynamic inertia weight, ω (ωmax ∼ ωmin) = 0.9 ∼ 0.4
Cognitive coefficient, C1 1.42
Social coefficient, C2 1.42
r1 and r2 Random [0, 1]
Maximum iteration 200
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3.4. Experimental setup. The experiments were performed using a Pentium (R) Dual-
Core 2.60GHz computer with 4GB of RAM. To validate the classifier, several benchmark
datasets were used such as Haberman Survival dataset, German Credit dataset, Pima
Indian dataset, and Liver Disorder dataset.
In each execution, all of the datasets are divided randomly into the proportions of 60

percent as training samples and 40 percent as testing samples from the entire dataset.
The classifier is run 50 times and the average results together with the standard deviation
(STDEV) are recorded.
For the ANN classifier, an experimental setup is required to build the architecture. The

main structure of the ANN classifier includes the number of neurons in the hidden layer
and the activation function inside the neurons at the hidden and output layers. In this
study, the numbers of neurons are selected using a trial and error method. The hyperbolic
tangent [−1, 1] is used as an activation function at the hidden layer for normalization,
while a sigmoid function [0, 1] is located inside the neuron at the output layer.
Other settings for the ANN classifier, such as the number of neurons in the input

layer and the total number of weights, are dependent on the dataset. 10 neurons at the
hidden layer are set for all datasets. Other parameters, which are shown in Table 3, have
been suggested by other researchers. To find the maximum number of iterations requires
an investigation. The investigation will set and run for a specific number of iterations
and then observing whether the system has converged by at certain iteration number.
For example, the experiment is executed 10 times and runs for about 1000 iterations.
The result shows that the particles converged and the number of iterations needed for
convergence is noted. After 10 times execution, the maximum with which the particles
converge by a certain iteration number will determine the maximum number of iterations.

4. Experimental Results and Discussion.

4.1. Haberman’s survival dataset. Table 2 shows a Haberman’s survival dataset that
is taken from UCI Machine Learning Repository [20]. This dataset consists of three
numerical inputs. Numerical 1 values ranges from 30 to 83, Numerical 2 values ranges
from 58 to 69, and Numerical 3 values ranges from 0 to 52. The output is in categorical
form, which is either 0 or 1. There are 306 collected samples in this data set. 73.5 percent
of samples are 0 (majority class) whereas 26.5 percent of samples are 1 (minority class).

Table 2. Haberman’s survival dataset

Unit ID Numerical 1 Numerical 2 Numerical 3 Output
1 30 64 1 0
2 30 62 3 0
3 30 65 0 0
· · · · · · · · · · · · · · ·
306 83 58 2 1

4.2. Implementation of the conventional ANN to Haberman’s survival dataset.
The conventional ANN has been implemented to examine Haberman’s survival dataset
based on the configuration explained in Section 2. In the investigation, the conventional
feedforward ANN used θ = 0.5. This result shows that the conventional ANN did not
perform well for imbalanced dataset when the decision threshold is fixed to 0.5. Further
investigation is done to analyze the contribution of decision threshold, θ, to the G-mean
value and the result is shown in Figure 4. Based on this investigation, the best value
of decision threshold, θ, is between 0.53 and 0.55. Therefore, in order to obtain the
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best value of decision threshold, θ, the second step learning is proposed and the use of
an optimization technique, such as PSO, is beneficial in the second step learning of the
proposed approach.

4.3. Implementation of the proposed approach to Haberman’s survival dataset.
In general, the high level implementation of the proposed approach to Haberman’s sur-
vival dataset is shown in Figure 5. The classifier has three inputs, which are the age of
patient at time of operation, the patient’s year of operation (year-1900), and the number
of positive auxiliary nodes detected. The output represents the survival status of each pa-
tient, whether the patient died or survived. Based on this dataset, 70 percent of patients
survived (majority class) and the remaining were not survived (minority class). The ratio
of patient survived and not survived can be written as 0.7 : 0.3. Similarly, the proposed
two-step learning ANN was executed 50 times and the results are shown in Table 3.

In Table 3, G-mean Train is the G-mean value obtained after the training whereas G-
mean Test is the G-mean value obtained after the testing. Table 3 shows that the proposed
approach provides better prediction performance than the conventional feedforward ANN.
In particular, about 20 percent improvement can be achieved. Table 3 also shows that
the proposed approach provides more consistent result, as indicated by smaller value of
standard deviation.

Similar pattern can be seen in Table 4, where the investigation was expanded to three
other benchmark imbalanced datasets. The proposed two-step learning mechanism of
ANN outperforms the conventional ANN by 30 percent to 40 percent improvement. Based
on the standard deviation that was recorded in Table 4, the proposed two-step learning
performs with inconsistent results for all datasets. Example of convergence curve of second
step learning is shown in Figure 6. The convergence curve shows some improvements of
G-mean by iterations.

Table 3. Comparison of the average G-mean using the conventional ANN
and the proposed two-step learning ANN based on Haberman’s survival
dataset

Classifier Conventional ANN, θ = 0.5 The proposed ANN

Measurement
G-mean
Train (%)

G-mean
Test (%)

G-mean
Train (%)

G-mean
Test (%)

Average 38.87 36.04 71.26 58.67
Maximum Score 64.63 59.16 80.16 70.47

Standard Deviation 12.78 11.35 4.39 4.91

5. Conclusions. This study investigated the contribution of decision threshold to the
ANN’s performance when solving imbalanced dataset problems. Then, a two-step learn-
ing mechanism of ANN is proposed, which consists of the parameter tuning of ANN’s
weights based on a conventional algorithm and tuning of the decision threshold using
PSO. Using several benchmark datasets, the proposed approach provides better classifi-
cation compared to the conventional ANN. Current investigation includes a combination
of the proposed approach with existing deterministic classifier to enhance further the
classification performance of the two-step learning ANN.
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Figure 4. G-mean versus decision threshold

Figure 5. High level implementation of the proposed approach to Haber-
man’s survival dataset

Figure 6. Convergence curve of second step learning: G-mean versus iterations
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