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Abstract. Previously, an automation of a DNA computing readout method for the
Hamiltonian Path Problem (HPP) has been implemented based on LightCycler System.
In this study, a similar readout approach is implemented based on DNA Engine Opti-
con 2 System. The readout approach consists of two steps: real-time amplification in
vitro using TaqMan-based real-time PCR, followed by an in silico phase. The in silico
phase consists of a data clustering algorithm and an information processing to extract
the Hamiltonian path after the TaqMan “YES” and “NO” reactions have been identified.
The result indicates that the automation of DNA computing readout method can be effi-
ciently implemented on DNA Engine Opticon 2 System.
Keywords: DNA computing, Hamiltonian path problem, Real-time PCR

1. Introduction. A new computing paradigm based on DNA molecules appeared in
1994 when L. M. Adleman [1] launched a novel in vitro approach to solve the so-called
Hamiltonian Path Problem (HPP) with seven vertices by DNA molecules. The goal of
the HPP is to determine whether any path exists which commences at the ‘start city’
and finishes at the ‘end city’, and passes through each of the remaining cities exactly
once. In conventional silicon-based computers, information is stored as binary numbers
in silicon-based memories; in this approach, he encoded the information of the vertices by
random DNA sequences. The computation is performed in bio-molecular reaction fashion
involving procedures such as hybridization, denaturation, ligation and Polymerase Chain
Reaction (PCR). The output of the computation, also in the form of DNA molecules can
be read and printed by a process called electrophoretical fluorescence.

Existing models of DNA computation are based on various combinations of bio-operati-
ons, which are synthesizing, mixing, annealing (hybridization), melting (denaturation),
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amplifying (copying), separating, extracting, cutting, ligating, substituting, detecting and
reading [2]. Based on this model, the DNA computation implementation can be classified
into three important aspects: nucleic acid design, DNA algorithms and readout method.
The first step for wet-lab experiment of DNA computation is to find a good set of DNA se-
quences. After that, the desired sequences are synthesized based on the specific problem.
Then, the computational part of the DNA algorithms is performed, where mixing, anneal-
ing (hybridization), melting (denaturation), amplifying (copying), separating, extracting,
cutting, ligating, substituting and detecting are fully applied to implement the algorithm
for the computation. The final part of the implementation is visualization of the output
result, where the readout operation can be implemented by utilizing the biotechnology,
such as DNA sequencing. The readout method implementation issue is stated in [3] as
an important drawback of current DNA computation, which requires the developments
of high-throughput screening technologies to overcome the limitation imposed by existing
readout methods. However, the readout problem receives less attention from researchers,
instead of computational part of DNA computing.
In [4], a technique for reading out arbitrary graphs with up to n nodes using an n× n

biochip incorporating standardized DNA sequences was proposed, which made the biochip
universal for all graphs of the size. Such graph can be Directed Hamiltonian Path (DHP)
at large, with all graphs being superimposed with each other. The superposition of graphs
can be diluted by detecting n2 different quantum dot barcode labels within the spots on
the universal biochip. Then, the partial readout of special class of permutation graphs is
subjected to computer-based heuristics for isolating individual graphs from a collection
of graphs. However, this method is not experimentally verified in the laboratory.
Previously, Ibrahim et al. [5] implemented a TaqMan based real-time Polymerase Chain

Reaction (PCR) for reading out DNA solution that encodes the Hamiltonian path. The
readout method, which has been implemented using a LightCycler System, consists of an
in vitro computation and an in silico information processing. Several TaqMan reactions
were performed to investigate the order of the Hamiltonian path in the in vitro compu-
tation part. The output of the real-time PCR can be distinguished as either “YES” or
“NO” reaction. After that, the output from the in vitro computation was subjected into
in silico algorithm to produce the Hamiltonian path.
Recently, Saaid et al. [6] proposed a data clustering technique to automatically identify

the output of the real-time PCR. Fuzzy C-Means (FCM) clustering algorithm is applied
to separate the “YES” and “NO” reactions. It was shown that the FCM is capable to
cluster the two different reactions of real-time PCR.
In this paper, based on work in [6], an automation system for DNA computing readout

method, which is implemented using DNA Engine Opticon 2 System and also consists of
in vitro-in silico approach, is reported. During the in silico information processing phase,
Alternative Fuzzy C-Means (AFCM) and FCM clustering algorithm are implemented for
automatic classification of “YES” and “NO” reactions.

2. Basic Notation and Principle. First of all, v1(a)v2(b)v3(c)v4(d) denotes a double-
stranded DNA (dsDNA), which contains the base-pairs subsequences, v1, v2, v3 and v4,
respectively. Here, the subscripts in parenthesis (a, b, c and d) indicate the length of
each respective base-pair subsequence. For instance, v1(20) indicates that the length of the
double-stranded subsequence, v1 is 20 base-pairs (bp). When convenient, a dsDNA may
also be represented without indicating segment lengths (e.g., v1v2v3v4).
A reaction denoted by TaqMan(v0, vk, vl) indicates that real-time PCR is performed

using forward primer v0, reverse primer vl and TaqMan probe vk. Based on the proposed
approach, there are two possible reaction conditions regarding the relative locations of
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the TaqMan probe and reverse primer. In particular, the first condition occurs when the
TaqMan probe specifically hybridizes to the template, between the forward and reverse
primers, while the second occurs when the reverse primer hybridizes between the forward
primer and the TaqMan probe. As shown in Figure 1, these two conditions would result
in different amplification patterns during the real-time PCR, given that the same DNA
template (i.e., assuming that they occurred separately, in two different PCR reactions).
The higher fluorescent output of the first condition is a typical amplification plot for the
real-time PCR. In contrast, the relatively lower fluorescent output of the second condition,
which reflects the cleavage of a lower number of TaqMan probes via DNA polymerase due
to the ‘unfavourable’ hybridization position of the reverse primer, is due to linear rather
than exponential amplification of the template. Thus, TaqMan(v0, vk, vl) = YES if an
amplification plot similar to the first condition is observed, TaqMan(v0, vk, vl) = NO if
an amplification plot similar to the second condition is observed.

Figure 1. An example of amplification plots corresponding to TaqMan(v0,
vk, vl) = YES (first condition) and TaqMan(v0, vk, vl) = NO (second con-
dition) implemented on DNA engine opticon 2 system

3. The Real-Time PCR-based Readout Approach Implemented on DNA En-
gine Opticon 2 System. In DNA computing for HPP, an output of an in vitro compu-
tation can be represented by a dsDNA va(20)vb(20)vc(20)vd(20)ve(20)vf(20), where the Hamil-
tonian path Va → Vb → Vc → Vd → Ve → Vf , begins at node Va, ends at node Vf ,
and contains intermediate nodes Vb, Vc, Vd and Ve respectively. In the readout imple-
mentation, the starting and ending nodes are already known. Note that the presence of
all intermediate nodes is also known in advance. The problem is how to determine the
specific order of the intermediate nodes for a Hamiltonian path.

3.1. The in vitro phase. The in vitro part of the approach consists of [(|V | − 2)2 −
(|V | − 2)]/2 real-time PCR reactions, each denoted by TaqMan(v0, vk, vl) for all k and l,
such that 0 < k < |V |−2, 1 < l < |V |−1 and k < l, where |V | is a number of nodes. For
the seven nodes Hamiltonian path, V0 → V1 → V4 → V2 → V5 → V3 → V6, ten different
TaqMan reactions are performed with DNA template v0v1v4v2v5v3v6. All the TaqMan
reactions required for the readout along with the “YES” and “NO” classification are as
follows:

(1) TaqMan(v0, v1, v2) = YES
(2) TaqMan(v0, v1, v3) = YES
(3) TaqMan(v0, v1, v4) = YES
(4) TaqMan(v0, v1, v5) = YES
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(5) TaqMan(v0, v2, v3) = YES
(6) TaqMan(v0, v2, v4) = NO
(7) TaqMan(v0, v2, v5) = YES
(8) TaqMan(v0, v3, v4) = NO
(9) TaqMan(v0, v3, v5) = NO
(10) TaqMan(v0, v4, v5) = YES
At first, a pool of 140-bp input molecules v0(20)v1(20)v4(20)v2(20)v5(20)v3(20)v6(20) is pre-

pared, via standard protocol of parallel overlap assembly (POA) of single-stranded DNA
strands (ssDNAs). For this purpose, 13 ssDNAs are required, including additional ssD-
NAs, which act as link sequences for self-assembly. These strands are listed in Table
1. After completion, amplification via PCR was performed using the same protocol
as POA. The forward primers and reverse primers used for the PCR reaction were 5’-
CGTCAAGGCCGTCTCTATAT-3’ and 5’-GTAGATTAAGAAGGTGCGCG-3’, respec-
tively. The PCR product was subjected to gel electrophoresis and the resultant gel image
was captured, as shown in Figure 2. The 140-bp band in lane 2 shows that the input
molecules have been successfully generated. Afterwards, the DNA of interest is extracted.
The final solution for real-time PCR was prepared via dilution of the extracted solution,
by adding ddH2O (Maxim Biotech, Japan) into 100µl.

Table 1. The required single-stranded DNAs for the generation of input molecules

Name DNA Sequences (5’-3’) Length (mer)
v0 CGTCAAGGCCGTCTCTATAT 20
v1 CCACTGGTTCTGCATGTAAC 20
v4 TCCACGCTGCACTGTAATAC 20
v2 TGGACAACCGCAGTTACTAC 20
v5 ATGCGCCAGCTTCTAACTAC 20
v3 AGGAAACCTCACGACAGTCT 20
v6 CGCGCACCTTCTTAATCTAC 20
v0v1 GAACCAGTGGATATAGAGACGGCCTTGACG 30
v1v4 GCAGCGTGGAGTTACATGCA 20
v4v2 CGGTTGTCCAGTATTACAGT 20
v2v5 GCTGGCGCATGTAGTAACTG 20
v5v3 GAGGTTTCCTGTAGTTAGAA 20
v3v6 GTAGATTAAGAAGGTGCGCGAGACTGTCGT 30

Ten separate real-time PCR reactions were performed in parallel, in order to implement
the first stage of the proposed HPP readout. After the initial activation step at 95◦C for 15
minutes, the amplification consists of 45 cycles of denaturation and annealing/extension,
performed at 94◦C for 15s and 60◦C for 60s, respectively. The resulting real-time PCR
amplification plots are illustrated in Figure 3. After all real-time PCR reactions are
completed, the in vitro output is subjected to an in silico phase to produce the satisfying
Hamiltonian path of the HPP instance.

3.2. In silico phase.

3.2.1. FCM and AFCM clustering algorithms. Once the in vitro phase is completed, the
data from DNA Engine Opticon 2 System was exported into a computer. These data were
written in text file format, which show the fluorescence intensity from the first to the 46th
thermal cycle for all 10 different TaqMan reactions. These data are then subjected to a
clustering algorithm based on FCM and AFCM.
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Figure 2. Gel image for the preparation of input molecules. Lane M
denotes a 20-bp molecular marker, lane 1 is the product of initial pool
generation based on parallel overlap assembly, and lane 2 is the amplified
PCR product.

Figure 3. Output of real-time PCR for readout of V0 → V1 → V4 → V2 →
V5 → V3 → V6 implemented on DNA engine opticon 2 system. Reaction 1
to 10 indicate the TaqMan(v0, vk, vl) reactions.

Fuzzy Clustering has become a well known and powerful method in cluster analysis, and
has been applied in many fields such as image segmentation [12] and speaker recognition
[13]. FCM is a data clustering technique based on the optimization of objective function
[7]:

J(U, Y ) =
C∑
i=1

N∑
j=1

(µij)
m ∥xj − yi∥2 (1)

where xj is the data, yi is the cluster center, N is the number of data, C is the number of
cluster, and m indicates the fuzziness value index. ||xj−yi|| is Euclidean distance between
xj and yi. Each data point in the data set is required to belong to exactly one cluster. Let
X = {x1, x2, · · · , xN} be a collection of data. By minimizing the objective function (1),
X is classified into C homogeneous clusters, where the yi values in Y = {y1, y2, · · · , yC}
are the cluster centers. In FCM, U = (µij)N∗C is a fuzzy partition matrix, in which µij

indicates the membership degree of each data point in the data set to cluster i. The value
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U should satisfy the following conditions:

µij ∈ [0, 1] , ∀i = 1, . . . , C, ∀j = 1, . . . , N (2)
C∑
i=1

µij = 1, ∀j = 1, . . . , N (3)

The cluster center can then be calculated as:

yi =

N∑
j=1

(µij)
mxj

N∑
j=1

(µij)m
, ∀i = 1, . . . , C (4)

and the fuzzy partition matrix, U , is updated using the following equation:

µij =
1

C∑
k=1

(
∥xj − yi∥
∥xj − yk∥

) 2
m−1

(5)

AFCM, proposed by Wu and Yang [7], is based on the minimization of an objective
function:

J(U, Y ) =
C∑
i=1

N∑
j=1

(µij)
m
(
1− exp

(
−β ∥xj − yi∥2

))
(6)

This objective function involves an exponential distance between xj and yi, which is given
by:

d(xj, yi) =
(
1− exp

(
−β ∥xj − yi∥2

))1/2
(7)

where β is a positive constant, defined by:

β =


N∑
j=1

∥xj − x̄∥2

N


−1

(8)

and x̄ is defined as:

x̄ =


N∑
j=1

xj

N

 (9)

The necessary condition for minimizing (6) is given in (10) and (11):

yi =

N∑
j=1

(µij)
m exp

(
−β ∥xj − yi∥2

)
xj

N∑
j=1

(µij)m exp
(
−β ∥xj − yi∥2

) , ∀i = 1, . . . , C (10)

µij =
1

C∑
k=1

((
1− exp

(
−β ∥xj − yi∥2

))(
1− exp

(
−β ∥xj − yk∥2

))) 1
m−1

(11)
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Step 1: Initialize the membership matrix U with random values.
Step 2: Calculate the cluster center, Y .
Step 3: Update the fuzzy partition matrix.
Step 4: Calculate cost function J .
Step 5: If ||U(t+ 1)− U(t)|| < ε then stop; otherwise, go to Step 2.

Figure 4. The FCM and AFCM algorithms

Step 1: Initialize the membership matrix U with random values.
Step 2: Calculate the cluster center, Y .
Step 3: Update the fuzzy partition matrix.
Step 4: Calculate cost function J .
Step 5: If ||U(t+ 1)− U(t)|| < ε then stop; otherwise, go to Step 2.
Step 6: Classify each TaqMan reaction using the predefined rule.

Figure 5. Classification of TaqMan reaction using FCM and AFCM algorithms

The FCM and AFCM algorithm are described in Figure 4. The clustering algorithm
begin by initializing the fuzzy partition matrix. At iteration step t, cluster center is calcu-
lated, followed by updating the partition matrix. Next the cost function J is calculated.
The process can be stopped if ||U(t+1)−U(t)|| < ε, where ε is the error value for stopping
criterion.

3.2.2. Implementation of clustering algorithm. In order to cluster the TaqMan reaction
results into, “YES” and “NO” reactions, each reaction plot is represented as a vector,
xj = {xj(1), xj(2), · · · , xj(46)}, where xj(i) denotes the fluorescence intensity measured af-
ter amplification cycle ith in TaqMan reaction j. The reactions are then clustered into
two groups, with centers at y1 = {y1(1), y1(2), · · · , y1(46)} and y2 = {y2(1), y2(2), · · · , y2(46)}.
These two centers can be viewed as a plot similar to the TaqMan reaction “YES” and
“NO”. Then, the TaqMan reactions are classified into “YES” and “NO” groups, by com-
paring the partition matrix U . Let us say that y2 represents the “YES” center, and y1

represent the “NO” center (note that y2 does not always represent the “YES” center,
when the clustering algorithm is run). We can say that y2(46) > y1(46). Consider example
values, µ11 and µ21, which are equal to 0.6 and 0.4, respectively. The “YES” and “NO”
reactions can be determined by the following rule:

if (y1(46) > y2(46) and µ1j > µ2j) or (y2(46) > y1(46) and µ2j > µ1j)
xj = “YES”
else xj = “NO”
Based on the proposed rule, we can classify xj as a “NO” reaction since µ1j > µ2j and

y1(46) < y2(46). Applying this rule, we can classify the “YES” and “NO” reactions for each
set of TaqMan reactions. The whole classification process can be described in Figure 5.
In this implementation, ε = 0.00001, N = 10, C = 2 and m = 2. The clustering process
has been done using Matlab 7.0, using a computer with 2.8GHz processor and 2GB RAM.

Figures 6 and 7 shows the result of implementation of FCM and AFCM algorithm.
Fuzzy partition values with the classification of “YES” and “NO” reactions are listed in
Tables 2 and 3.

3.2.3. In silico information processing. Based on Tables 2 and 3, result from AFCM im-
plementation was selected and subjected to an in silico information processing as follows:

Input: N[0. . .|V | − 1] = 2 // N[0, ?, ?, ?, ?, ?, 6]
A[1. . .|V | − 2] = |V | // A[1, 1, 1, 1, 1]
for k = 1 to |V | − 3
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for l = k + 1 to |V | − 2
if TaqMan(v0, vk, vl) = YES

A[l] = A[l] + 1
else A[k] = A[k] + 1
endif

endfor
N[A[k]] = k

endfor
N[A[|V | − 2]] = |V | − 2

Figure 6. Output of real-time PCR with “YES” and “NO” centers im-
plemented by FCM clustering algorithm with y1(46) > y2(46)

Figure 7. Output of real-time PCR with “YES” and “NO” centers im-
plemented by AFCM clustering algorithm with y1(46) > y2(46)

In this algorithm, an array (N[0. . .|V | − 1) that stores all the nodes of the Hamiltonian
path is defined. In addition, an array of aggregation values (A[1..|V | − 2]) that is also
defined to locate the Hamiltonian path in each array of nodes. The input array N is first
initialized to N = {0, ?, ?, ?, ?, ?, 5} since the start and end of the path are known, in
advance. Next, the aggregation array A is initialized to A = {1, 1, 1, 1, 1}. During the
loop operations of the algorithm, the value of the array A is increased in each iteration
step. The aggregation array A[i] is used to index the nodes array for each value of k.
After the loop operation |V | − 2 is assigned to the N[A[|V | − 2]. The output of the in
silico algorithm can be viewed by calling back all the nodes array, N[0] to N[|V|− 1]. The
outcome of this in silico algorithms is N = {0, 1, 4, 2, 5, 3, 6}.



AUTOMATION OF DNA COMPUTING READOUT METHOD 1915

Table 2. Partition matrix value for each TaqMan reaction based on FCM
clustering algorithm

TaqMan µ1j µ2j Manual observation Reaction y1(46) > y2(46)
1 TaqMan(v0, v1, v2) 0.894540 0.105460 “YES” “NO”
2 TaqMan(v0, v1, v3) 0.606420 0.393580 “YES” “YES”
3 TaqMan(v0, v1, v4) 0.972090 0.027907 “YES” “YES”
4 TaqMan(v0, v1, v5) 0.906060 0.093941 “YES” “YES”
5 TaqMan(v0, v2, v3) 0.172220 0.827780 “YES” “NO”
6 TaqMan(v0, v2, v4) 0.018769 0.981230 “NO” “NO”
7 TaqMan(v0, v2, v5) 0.450780 0.549220 “YES” “NO”
8 TaqMan(v0, v3, v4) 0.021623 0.978380 “NO” “NO”
9 TaqMan(v0, v3, v5) 0.017352 0.982650 “NO” “NO”
10 TaqMan(v0, v4, v5) 0.967440 0.032556 “YES” “YES”

Table 3. Partition matrix value for each TaqMan reaction based on AFCM
clustering algorithm

TaqMan reaction µ1j µ2j
Manual Reaction

observation (y1(46) > y2(46))

1 TaqMan(v0, v1, v2) 0.526750 0.473250 “YES” “YES”
2 TaqMan(v0, v1, v3) 0.939490 0.060506 “YES” “YES”
3 TaqMan(v0, v1, v4) 0.906020 0.093975 “YES” “YES”
4 TaqMan(v0, v1, v5) 0.970780 0.029225 “YES” “YES”
5 TaqMan(v0, v2, v3) 0.584040 0.415960 “YES” “YES”
6 TaqMan(v0, v2, v4) 0.000716 0.999280 “NO” “NO”
7 TaqMan(v0, v2, v5) 0.848600 0.151400 “YES” “YES”
8 TaqMan(v0, v3, v4) 0.002650 0.997350 “NO” “NO”
9 TaqMan(v0, v3, v5) 0.000141 0.999860 “NO” “NO”
10 TaqMan(v0, v4, v5) 0.618130 0.381870 “YES” “YES”

4. Discussion. In the in-vitro implementation, the amplification responses observed in
this study differ from the amplification responses, which are typically obtained in the life
sciences and medicine. In particular, while in the life science and medical applications, the
initial copy number of the DNA template is normally very low but in the current study
the input molecule is actually a DNA species extracted from a polyacrylamide gel, which
exists at a high concentration. That is the main reason why the amplification signals in
the current study appeared more rapidly than normal.

From the implementation FCM and AFCM, it was shown that AFCM produced all
corrects classification of “YES” and “NO” reactions, compare to FCM. In [6], the result
from real-time PCR is correctly classified into “YES” and “NO” groups based on FCM
clustering algorithm. Meanwhile, implementation of FCM in this research produced two
errors, where in Table 2, TaqMan1 and TaqMan 5 were wrongly classified. This is be-
cause, FCM is sensitive to noise and outliers [11], which result errors in the automatic
classification algorithms. To avoid noise and outliers conditions, several techniques have
been introduced to increase the robustness of the algorithms for clustering of object data,
such as Possibilistic C-Means (PCM) [8] and fuzzy noise-clustering approach [9]. However,
the performance of PCM depends ona good initialization as well asaccurate estimation
of resolution or scale parameter, η [8]. In noise-clustering approach, the noise distance
parameter, δ, is a user specified parameter and the clustering results could be sensitive
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tovariations in the noise distance [10]. AFCM has been chosen for the implementation of
data clustering during the in silico phase since the exponential distance is robust, in terms
of handling of outliers and noises. Furthermore, AFCM does not require any parameter
estimation compared to PCM and noise-clustering approach.

5. Conclusions. This research offers an automation of real-time PCR-based readout
approach for DNA computing, which is implemented on DNA Engine Opticon 2 System.
In the in vitro phase of the readout approach, each real-time PCR reaction is mapped to
a binary output (“YES” or “NO”), based on the occurrence or absence of an exponential
amplification. In the in silico phase, by applying the AFCM clustering algorithm to
the output of real-time PCR, two different TaqMan reactions, “YES” and “NO”, can be
clearly distinguished. Then, the subsequent in silico information processing is capable of
determining the Hamiltonian path of the input instance.
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