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Abstract. In recent years, due to the maturity of network and information technologies,
p2p (peer to peer) networks grow rapidly. Users (called peers) can upload or download
files such as digital contents to or from other peers in a p2p network. Usually, the
digital contents can contain the watermarks for ownership claim and protection. To
date, a lot of buyer-seller watermarking schemes were proposed, but none of them is
suitable for peers to exchange their digital contents in a p2p network. By the way, if
peers attempt to exchange their digital contents by using these schemes directly, none
of them can guarantee that the digital content exchange is efficient and secure between
peers. In addition, how to exchange the digital contents fairly in a p2p network is another
problem since a peer may not honestly forward her/his digital content to another peer.
On the other hand, due to the feature of p2p networks, there may be a free-rider situation
happening and it causes the unfair result in the content exchange process among peers.
In this paper, we propose an efficient and fair p2p digital content exchange scheme for
solving all the above problems. Our proposed scheme can exchange the watermarked
digital content securely and keep the exchanging process fair to each other.
Keywords: Digital right, Digital watermark, Secure fair content exchange, Mutual
authentication, P2P

1. Introduction. P2P (peer to peer) networks recently grow and are used rapidly due
to the maturity of network technologies. In a p2p network, there are lots of independent
servers (called super node) and personal computers (called peers). Some p2p servers also
can form a self-organized entity and serve as the server peers to build a p2p network with
many client peers.

In a p2p network, some peers play the role of the client peer and the others play the
role of the server peer. A client peer can connect to the server peer and the server peer
accepts this connection with the client peer after receiving this query and obtaining the
client peer information. If this client peer connects to the server peer successfully, it can
query the server peer about the information of the desired data including the IP addresses
of the peers which may contain the desired files, the desired files’ status, and so on. When
a client peer obtains this information from the server peer, it can ask the server peer to
redirect its connection to another client peer containing the desired data. Then a client
peer can negotiate with other peers to exchange their digital content after authenticating
with each other successfully. Although, there were some authentication schemes proposed
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[5, 20, 34, 35, 39, 45, 51], but none of them is suitable in a p2p network for peers doing
the authentication before peers agree to exchange their digital content.
In addition, if a client peer has authenticated with another client peer successfully,

then it may face that anyone of these peers may be the “altruistic” one during doing the
digital content exchange process. If a peer is an “altruistic” one which disconnects with
the other peers after it has gotten the intended files from them, then it causes them the
unfair result in this situation. This will make that the other peers only get some part of
the intended files. Then these peers may not obtain the complete files from other peers
in this time. This situation is called “free-riders” [8].
When some peers agree to perform the content exchange with each other, they may

encounter this free-riders situation during performing their digital content exchange. Due
to this free-rider problem, to the best of our knowledge, no secure and efficient fair digital
content exchange scheme has been proposed for peers in a p2p network during doing the
digital content exchange process. Moreover, when a client peer performs her/his digital
content exchange with another peer, it may receive the fake digital content files which
may contain the viruses or other malicious codes inside. In this situation, it usually also
causes them the unfair situation.
On the other hand, for offering the digital content exchange in a p2p network, a trivial

approach is to perform the traditional buyer-seller watermarking protocols [15, 26, 28,
47, 52]. However, the computational cost of this approach is high. Moreover, most of
them adopt the exponential operation and none of them can avoid the unfair situation,
solve the free-rider problem, and be suitable for a p2p network. In order to solve all the
above problems, we propose our novel p2p fair and efficient content exchange scheme.
Our scheme can provide efficient and secure fair digital content exchange between peers.
In addition, our proposed scheme can trace the distributor in the forensic purpose with
help of the methods in [29, 36, 46].

2. Related Works. There are a lot of different types of networks such as the p2p network
or the cloud computing network used today. In a p2p network, each network node (called
peer) can share files with the help of a “super node” peer, who is a server peer and
can maintain each peer’s connection information and redirect peers’ connections to other
peers. In addition, a client peer can become a “super node” peer when its equipment is
more powerful than the others in some other special situations.
In a p2p network, a peer can exchange files with another peer. If there are some peers

that may attempt to perform the digital contents exchange, they have to retrieve the
connection information from the server peer first and then connect to each other with the
help of the server peer. When they have connected to each other, each peer must perform
the authentication with the others before they start to exchange their digital contents.
However, to our best knowledge, there is no suitable authentication scheme for peers
performing the exchanging digital contents after authenticating with each other in a p2p
network. In addition, when a peer has received the intended files from the others in the
digital content exchange phase, it may cut off the connection with these communicating
ones. This will cause some peers only getting some piece of the intended files. This
results in the unfair situation at this time. However, even if there were some p2p content
exchange schemes [9, 30] proposed in literature, any one of them only offers the payment
mechanism and cannot avoid this unfair situation in a p2p network. Moreover, none of
them can cope with the fake digital content problem during the digital content exchange
transaction. If there is a malicious peer that forwards the fake digital contents which
contain the viruses or some malicious codes inside, then this malicious peer can obtain
the complete files from the honest peers but they only get the fake files containing the
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viruses or the malicious codes inside after exchanging their digital contents with each
other. It will also cause them the unfair situation at this time.

In [9], their scheme focuses on the payment mechanism for peers after they purchased
the digital contents from the content provider peer in a p2p network. The content provider
peer and the original content creator peer can get their corresponding commission and
payment from the bank peer, respectively. However, it is unreasonable that any powerful
peer can be upgraded to be a bank peer when the current bank peer malfunctions now.
However, this new bank peer may not be the trusted by the other peers without doing
any authentication approach with the other client peers. By the way, how it maintains
all transactions of the previous bank peers without knowing the information about each
client peer is another problem. On the other hand, their scheme does not guarantee the
payment transaction fairly. If the current bank peer fails when the client peer is paying
for its downloaded digital contents, then the new bank peer may not have the payment
record of this client peer and this client peer may be asked to pay for the downloaded
digital contents again. In this situation, the client peer cannot be able to ask the dispute
resolution without the help of the trusted party in their scheme. Moreover, in this scheme,
the client peer cannot avoid the unfair situation that it received the fake content from the
content provider peer and free-rider problem.

In [30], they proposed a fair exchange p2p file market scheme with their payment
mechanism. In their scheme, each peer can share its files to another peer and she/he has
to pay the content provider peer before downloading the intended digital contents. Their
approach adopts the certificate and the digital signature as the payment token. In the
exchanging protocol of their proposed scheme, the content provider peer has to forward
the decryption key K to the downloading peer without any encryption after confirming
the payment with the bank peer. If there exists a malicious attacker between the content
provider and the downloading peer, she/he may intercept this key K and then can use
it to decrypt all the intercepted ciphertexts in the same transaction. Moreover, in this
scheme, they also suffer the unfair situation when the client peer received the fake content
from the malicious content provider peers and the free-rider problem.

In order to cope with all the above problems, we propose a novel efficient and secure fair
p2p digital exchange scheme. Our proposed scheme provides efficient and secure digital
content exchange and keeps the fair property in a p2p network.

3. Preliminaries.

3.1. Bilinear pairing. Let G1 be a cyclic additive group of a prime order q and G2 be a
cyclic multiplicative group of the same order q. A bilinear pairing is a map e : G1×G1 −→
G2 which satisfies the following properties:

1. Bilinearity: e(aP, bQ) = e(P,Q)ab for all P,Q ∈ G1 and a, b ∈ Z∗
q .

2. Non-degeneracy: There exists P ∈ G1 such that e(P, P ) 6= 1.
3. Computability: There is an efficient algorithm to compute e(P,Q) for all P,Q ∈ G1.

3.2. Security assumptions. First, we introduce the security assumptions as follows:
Assumption 1 k-CAA assumption. We say that the k-CAA Assumption (for G1)

holds if for any probabilistic polynomial time adversary E the probability that E on

input
(
P, sP, h1, h2, . . . , hk ∈ Z∗

q ,
1

s+h1
P, 1

s+h2
P, . . . , 1

s+hk
P
)
outputs Q1 for some h ∈ Z∗

q

such that Q1 = 1
s+h

P is negligible. The probability of success of E is taken over the
uniform random choice of h ∈ Z∗

q and the coin tosses of E.
Assumption 2 k-mBDH assumption [44]. We say that the k-BDHI Assumption

(for G2) holds if for any probabilistic polynomial time adversary E the probability that E
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on input
(
P, sP, tP, h, h1, h2, . . . , hk ∈ Z∗

q ,
1

s+h1
P, 1

s+h2
P, . . . , 1

s+hk
P
)
outputs Q2 for some

t such that Q2 = e(P, P )
1

s+h
t is negligible.

4. The Proposed Scheme. In order to solve the unfair content exchange and the free-
riding problem, we use the ID-based authentication key agreement scheme [23] as our
building block in a p2p network. Our proposed scheme contains the following properties
including mutual authentication and key agreement, without WCA (Watermark Certifi-
cate Authority), low computation cost, fair exchange, and optional usage of the robust
watermark or the reversible watermark. First, each peer has to register with the server
peer and the server peer can provide the dispute resolution between peers. In our scheme,
there are four phases including the setup phase, the key agreement phase, the content
exchange phase and the resolution phase.

4.1. Notations. Notations are as follows:

• q: a prime number
• G1: a cyclic additive group of a prime order q
• G2: a cyclic multiplicative group of the same order q
• P : a generator of the group G1

• e: a Weil mapping G1 ×G1 −→ G2

• Alice (A for short): a client peer in a p2p network
• Bob (B for short): a client peer in a p2p network
• Server (S for short): a server peer in a p2p network
• mi: an original digital content without any watermark embedded, where i ∈ {A, B}
• Mi: a watermarked object after the watermark embedding operation by performing
the reversible watermark/robust watermark method, where i ∈ {A, B}

• si: a secret key si ∈ Z∗
q of each peer in the system and i ∈ {A, B, S}

• Pi: a public key Pi = siP of each peer in the protocol, where i ∈ {A, B, S}
• Wi: a watermark for exchanging and embedding operation, where i ∈ {A, B}
• sskij: a session key which is used in each transaction, where i, j ∈ {A, B, S}
• h(·): a secure one-way hash function h : {0, 1}∗ −→ Z∗

q

• Esski,j(·): a symmetric encrypting function with the temporary symmetric shared
key sski,j, where i, j ∈ {A, B, S}

• Dsski,j(·): a symmetric decrypting function with the temporary symmetric shared
key sski,j, where i, j ∈ {A, B, S}

• Exci: an exchange document description on mi, where i ∈ {A, B}
• ⊕: a general partial encryption operation on mi which can be applied to homomor-
phic encryption such as RSA encryption, where i ∈ {A, B}

• ⊗: a watermark embedding operation respect to the partial encryption operation ⊕

4.2. The setup phase. In this phase, we assume that there exists a trusted party KGC
(Key Generation Center) in our proposed scheme and KGC runs the setup algorithm with
the security parameters l and t to generate the master key s and the security parameter
param in the following.

1. Select two groups G1 and G2 of the prime order q ≥ 2l and a bilinear pairing
e : G1 ×G1 −→ G2.

2. Assume that P is a generator of G1 and let g = e(P, P ) be a generator of G2. Then
KGC chooses two secure hash functions H1 : {0, 1}∗ −→ {0, 1}t and H2 : {0, 1}∗ −→
{0, 1}k, where t is the security parameter and k is the length of a session key.
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3. After setting these functions, KGC picks up a secret value s ∈ Z∗
q as the system

private key and it also computes Ppub = sP as the system public key. On the other
hand, KGC produces the secret key of each parties. KGC generates qA = h(IDA) and
SA = 1

s+qA
P for Alice. Then it computes qB = h(IDB), SB = 1

s+qB
P , qS = h(IDS)

and SS = 1
s+qS

P for Bob and the server, respectively. After generating these secret

keys, it forwards them to Alice and Bob by a secure channel.

KGC publishes the system parameter param = (l, t, e, q, g,G1, G2, P, Ppub, h,H1, H2) and
keeps the master-key s in secret.

4.3. The registration and key-agreement phase. In this phase, we assume that
there exist three parties Alice (A for short), Bob (B for short) and the server (S for short)
in a p2p network. The KGC generates the server’s key pairs and publishes the system
parameter param = (l, t, e, q, g, G1, G2, P, Ppub, h,H1, H2). Then A and B do the followings,
respectively.

1. First, A generates the exchange digital content in the following.
1.1 Prepare the exchange description ExcA on the intended digital content mA.
1.2 Compute the hash value tA = H1(ExcA||IDA||NA) by using H1 with a fresh

nonce NA and two random numbers a, b, l ∈ Z∗
q .

1.3 Produce the hash value qs = h(IDS) and the public key QS = Ppub + qsP . Then
she computes GA = abQS, tu = e(abP, P ) = gab and Gl = l ∗ P .

1.4 Compute SA = (ab + tA)
1

s+qA
P and forward (ExcA, NA, IDA, SA, QS, GA, tA, tu,

Gl) to S.

2. On the other hand, B also generates his exchange digital content as the same process
as A does.
2.1 Prepare his exchange description ExcB on his exchange object mB.
2.2 Compute the hash value tB = H1(ExcB||IDB||NB) by using H1 with a nonce

NB and two random numbers c, d, n ∈ Z∗
q .

2.3 Produce the hash value qs = h(IDS) and the public key QS = Ppub + qsP . Then
he computes GB = cdQS, tr = e(cdP, P ) = gcd and Gn = n ∗ P .

2.4 Compute SB = (cd+ tB)
1

s+qB
P and forward (ExcB, NB, IDB, SB, QS, GB, tB, tr,

Gn) to S.

3. After receiving these tuples from A and B, S does the following.
3.1 Compute qs = h(IDS) and QS = Ppub + qsP . After generating these pa-

rameters, it computes two hash values tA = H1(ExcA||IDA||NA) and tB =
H1(ExcB||IDB||NB) and the following equations to verify GA, SA, GB and SB.

(i) e(GA, SS)
?
= e

(
abQS,

1
s+qs

P
)
= e(abP, P ) = tu = gab.

(ii) e(GB, SS)
?
= e

(
cdQS,

1
s+qs

P
)
= e(cdP, P ) = tr = gcd.

(iii) e(SA, Ppub + qAP )
?
= e

(
(ab+ tA)

1
s+qA

P, sP + qAP
)

= e((ab + tA)P, P ) =

gab+tA = tug
tA .

(iv) e(SB, Ppub + qBP )
?
= e

(
(cd+ tB)

1
s+qB

P, sP + qBP
)

= e((cd + tB)P, P ) =

gcd+tB = trg
tB .

3.2 After verifying these equations, it selects e, f ∈R Z∗
q and computes tv = e ∗ P

and t′v = f ∗ P and computes z = H1(tu||tv||NA + 1||NS||e ∗ Gl) and z′ =
H1(tr||t′v||NB + 1||N ′

S||f ∗ Gn). S forwards (z, tv, NS) and (z′, t′v, N
′
S) to A and

B, respectively.
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4. When A receives (z, tv, NS) from S, she performs the following verification.
4.1 Produce the hash value z1 = H1(tu||tv||NA + 1||NS||l ∗ tv) and compare it with

z. If it is valid, she generates her response H1(tu||tv||NS + 1||l ∗ tv) and sends
it back to S. After this checking, she can compute the session key sskA,S =
H2(tu||tv||e ∗ l ∗ P ).

4.2 On the other hand, B also performs the verification and computation as the
same process as A does. If the result is invalid, he can abort the transaction
with S. Otherwise, B computes his session key sskB,S = H2(tr||t′v||n∗ t′v). By the
way, S also computes two session keys sskA,S = H2(tu||tv||e ∗ Gl) and sskB,S =
H2(tr||t′v||f ∗Gn) shared with A and B, respectively.

4.4. The content exchange phase.

1. After the authentication with S, A and B compute δ′A = mA ⊕H1(tv ∗ i) and δ′B =
mB ⊕ H1(t

′
v ∗ j), where i, j ∈R Z∗

q . Let Ri, Rj be the random numbers such that
Ri = i ∗ P , Rj = j ∗ P , respectively.

2. Then, they also produce two ciphertexts EsskA,S
(δ′A, ExcA, Ri, h(δ

′
A||ExcA||IDA||Ri))

and EsskB,S
(δ′B, ExcB, Rj, h(δ

′
B||ExcB||IDB||Rj)) on their digital contents. They

send these ciphertexts to S for fair exchange usage. After receiving and decrypting
these two ciphertexts, S verifies these tuples with two hash values h(δ′A||ExcA||IDA)
and h(δ′B||ExcB||IDB). If they are valid, S generates the corresponding watermarks
and the signatures in the following.
2.1 Compute a new watermark WA = h(IDA||ExcA||r3) and WB = h(IDB||ExcB||

r4), where r3, r4 ∈R Z
∗
q .

2.2 Decrypt δ′A and δ′B by using H1(e∗Ri)
−1 and H1(f ∗Rj)

−1 and obtain the original
message mA and mB, respectively.

2.3 Produce the encrypted exchange digital contents m′
A = (mA⊕k2)∗H1(r

′
6 ∗Rj)

−1

and m′
B = (mB ⊕ k1) ∗ H1(r

′
5 ∗ Ri)

−1 by two random keys k1, k2 ∈ Z∗
q , where

r′5, r
′
6 ∈R Z∗

q . S also computes two encrypted watermarks W ′
A = WA ⊕ k1 and

W ′
B = WB ⊕ k2.

3. After generating the corresponding hash values, S computes the hash value tA1 =
H1(ExcA||IDA||h(m′

A)||h(W ′
B)||R′

6) and tB1 = H1(ExcB||IDB||h(m′
B)||h(W ′

A)||R′
5)

on A and B’s digital contents, where R′
5 = r′5 ∗ P , R′

6 = r′6 ∗ P .
4. Then S generates the corresponding signatures SA1 =

tA1

s+qA
P and SB1 =

tB1

s+qB
P on

two hash values tA1 and tB1 , respectively.
5. After computing these hash values and the signatures, S produces two ciphertexts
EsskA,S

(ExcB, SA1 , tA1 ,W
′
A, h(W

′
B),m

′
A, R

′
6) and EsskB,S

(ExcA, SB1 , tB1 ,W
′
B, h(W

′
A),

m′
B, R

′
5) for A and B.

6. A computes the tuples in the following.
6.1 Decrypt EsskA,S

(ExcB, SA1 , tA1 ,W
′
A, h(W

′
B),m

′
A, R

′
6). Then A uses the following

equation to see whether the signature SA1 is valid or not

e(SA1 , Ppub + qAP )
?
= e

(
tA1

s+ qA
P, sP + qAP

)
= e(tA1P, P ) = e(P, P )tA1 = gtA1 .

6.2 After verifying SA1 , A also produces the hash value t′A1
= H1(ExcA||IDA||h(m′

A)
||h(W ′

B)||R′
6) and compares it with tA1 . On the other hand, B also performs the

same verification as A does. If the signature and the hash value are valid, A
prepares to authenticate with B. A prepares her nonce N ′

A and computes the
following equations.

6.2.1 Choose a random number τA = τa ∗ P , where τa ∈R Z
∗
q .

6.2.2 Compute the hash value hA = H1(N
′
A||τA||IDA||ExcA).
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6.2.3 Generate the exchange message C1 = (hA, IDA, N
′
A, ExcA).

7. After generating the above tuples, A forwards (N ′
A, ExcA, τA, hA, C1) to B. When B

receives this tuple, he checks that If hA = H1(N
′
A||τA||IDA||ExcA) is valid or not. If

yes, then he computes his response in the following.
7.1 Compute the authentication token TA,B = h(τA||τB||τb ∗ τA) and the hash value

hB = H1(N
′
A+1||N ′

B||IDA||IDB||ExcA||ExcB||τB), where τB = τb ∗P , τb ∈R Z
∗
q .

7.2 Generate the temporary key k4 = H1(TA,B) and produce the ciphertext C2 =
Ek4(hB, IDB, N

′
B, ExcB).

After generating the above tuples, B forwards (N ′
B, τB, C2) to A. When receiving

this tuple from B, A decrypts C2 and checks N ′
B as the same process as B does. If

it is valid, A can make sure that the current communicating party is B. Then A
computes its response to B in the following.
7.3 Compute the hash value h′A = H1(N

′
B + 1||ExcB||TA,B).

7.4 Compute the session key sskA,B = H2(τA||τB||τa ∗ τb ∗ P ).
After generating the above tuples, she forwards h′A back to B. When B receives h′A, he
can verify it with the shared token TA,B and N ′

B. If they are valid, B also computes
its session key sskA,B = H2(τA||τB||τb ∗ τA).

8. After preparing its session key sskA,B, A generates the signature S ′
A1

=
t′A1

s+qA
P and

the hash value t′A1
= H1(tA||SA1 ||R7), where R

′
7 = r′7∗P and r′7 ∈R Z

∗
q . Then she gen-

erates the ciphertext EsskA,B
(SA1 , tA1 , S

′
A1
, t′A1

, ExcA, ExcB, h(W
′
B), h(m

′
A), R

′
6, R

′
7)

and sends it back to B.
9. B decrypts the ciphertext after he has gotten the ciphertext EsskA,B

(SA1 , tA1 , S
′
A1
, t′A1

,
ExcA, ExcB, h(W

′
B), h(m

′
A), R

′
6, R

′
7). He produces the session key sskA,B and de-

crypts EsskA,B
(SA1 , tA1 , S

′
A1
, t′A1

, ExcA, ExcB, h(W
′
B), h(m

′
A), R

′
6, R

′
7).

9.1 He performs the checking of the signatures (SA1 , S
′
A1
) and the hash values (tA1 ,

t′A1
) to see whether they are valid or not.

9.2 If yes, then he producesH1(ExcA||IDA||h(m′
A)||h(W ′

B||R′
6)) andH1(tA1||SA1 ||R′

7)
and compares them with tA1 and t′A1

, respectively. If they are valid, B believes
that ExcA was confirmed by the server S. Then B computes the ciphertext
EsskA,B

(SB1 , ExcB, tB1 , h(W
′
A), h(m

′
B),m

′
B, R

′
5) and forwards it to A.

10. After receiving it, A does the followings.
10.1 A decrypts EsskA,B

(SB1 , ExcB, tB1 , h(W
′
A), h(m

′
B),m

′
B) and performs the check-

ing as the same process as B does.
10.2 If they are valid, A forwards EsskA,B

(m′
A) to B. If B cannot decrypt it or it can

not pass the verification, then B forwards EsskB,S
(SA1 , tA1 , S

′
A1
, t′A1

, ExcA, ExcB,
h(W ′

B), h(m
′
A), R

′
6, R

′
7) to S and could ask S for a dispute resolution.

11. After A and B obtain the desired digital contents, respectively, A and B can perform
the following watermarking embedding operations, respectively.
11.1 A decrypts m′

B with her random value r1, i.e., m
′
B ∗H1(i ∗ R′

5) = mB ⊕ k1 and
preparesW ′

A = WA⊕k1. Then she inputsmB⊕k1 andW ′
A into her watermarking

algorithm under the ⊗ operation and obtains the final result M ′
A = mB ⊗W ′

A.
11.2 B also performs the same action as A does. He also can produce his own digital

content M ′
B = mA ⊗W ′

B.

4.5. The resolution phase. In this phase, B forwards A’s signature to the server S and
asks S for the dispute resolution.

1. Firstly, B prepares the partial signature EsskB,S
(SA1 ,tA1 , S

′
A1
,t′A1

, ExcA, ExcB, h(W
′
B),

h(m′
A), R

′
6, R

′
7) and forwards it to S.
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2. S checks if each part of this tuple is valid or not. If they are valid, S accepts B’s
accuse and prepares A’s digital content EsskB,S

(k2 ⊕mA).
3. Finally, S forwards this ciphertext EsskB,S

(k2 ⊕mA) to B. As receiving it from S, B
decrypts EsskB,S

(k2 ⊕mA) and performs his watermarking embedding operation on
A’s digital content.

5. Security Analysis.

• Mutual-authentication. In the authentication phase, A selects her nonce to au-
thenticate the server S and B performs the same action as A does. If an attacker
replays the nonce NA or NB, then it will be discovered by S. On the other hand, S
also answers its nonce back to A and B. Then A and B check whether it is a fresh
response of the server S or not. We have the formal security proof in the appendix.

• Key-agreement. In the key agreement phase, we know that the attacker cannot
obtain the session key sskA,B without knowing τa or τb in this phase. We claim
that the attacker cannot have the non-negligible probability to guess the session key
sskA,B correctly under the k-mBDHI and k-CAA assumptions. We also have the
formal security proof in the appendix.

• Fair-exchange. In the resolution phase, if A does not honestly forward her digital
content to B, then B can forward A’s signature to S and ask the server S to resolve
this unfair situation. If it is valid, S can search A’s digital content in its database
and forward it to B. Hence, B can also obtain A’s digital content in this phase. This
approach can resolve the free-rider problem and can guarantee the fair exchange
delivery in the p2p network. On the other hand, A only forwards its signature to B
during the exchange phase. If B does not forward his digital content to A, then B
also cannot be able to extract A’s digital content from A’s signature or hash value.
The fair exchange also can be guaranteed in this situation.

• Content-exchange. In the content exchange phase, A generates her own digi-
tal content M ′

A by embedding her watermark W ′
A into the original digital content

mA. We assume that A and B’s watermarks are robust that attackers cannot ex-
tract/embed their watermarks without knowing the embedding operation ⊗ in a
polynomial time. We assume that the partial encryption operation ⊕ is secure and
it can be applied with a homomorphic encryption operation such as the RSA en-
cryption.

6. Performance and Functionality Comparisons. We assume that q is of 160 bits
for security consideration [31]. Assume that H is the computation time of one hashing
operation, Exp is the computation time of one modular exponential operation in a 1024-
bit modulo, and M is the computation time of one modular multiplication in a 1024-bit
modulo, ECM is the computation time of the multiplication of an element over an elliptic
curve, ECP is the computation time for the bilinear pairing operation of two elements over
an elliptic curve, and ECA is the computation time of the addition of two elements over an
elliptic curve [2, 21, 32]. By the way, we assume that the schemes [9, 30] whose encryption
operation is about 1 Exp RSA encryption operation and let Sig, SymEnc and SymDec
be the signature operation, symmetric encryption and symmetric decryption, respectively.
Assume that an elliptic curve over a 163-bit field has the same security level of 1024-
bit public key cryptosystems such as the RSA or the Diffie-Hellman cryptosystem [21].
Assume that Exp ∼= 8.24ECM for the implementation with the StrongARM processor
in 200MHz as referenced in [21]. We also can find in the relationship Exp ∼= 240M ,
Exp ∼= 600H, Exp ∼= 3.2ECP and ECA

∼= 5M [3, 4, 6], [10, 22, 42, 53]. In [51], we find
the relation that a public key encryption/decryption in an elliptic curve is about 1 ECA
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Table 1. Properties comparisons

P1 P2 P3 P4 P5 P6 P7 P8
Ours Y es Y es Y es Y es Medium Optional Y es Y es
[9] No No No No N/A N/A No Y es
[30] No No No No High N/A Y es Y es

P1: Content Exchange; P2: Authentication and Key Agreement
P3: Without Watermark Certificate Authority; P4: Watermark Ownership
P5: Computation Cost (Low: ≤ 500M | Medium: 1000M ≥ and ≥ 500M | High: > 1000M)
P6: Optional(Robust or Fragile Watermark)/Robust Watermark
P7: Fairness; P8: P2P Environment
Y es: Satisfied; No: Not Satisfied; N/A: Not Provided

Table 2. Efficiency comparisons

Registration and Content Resolution
Total Costs Approximation

Key-agreement Phase Exchange Phase Phase

Ours
11H+3ECA

35H+1ECA 46H+4ECA

+4ECM+4ECP

+9ECM+1ECP 3SymEnc +13ECM+
834M+6⊕+2⊗

+17SymEnc +1⊗ 20SymEnc
+6⊕+2⊗ +5ECP+6⊕+2⊗

[30] N/A 7Exp+2H N/A 7Exp+2H 1881M

Exp: Modular Exponential Operation; M : Modular Multiplication Operation
SymEnc/Dec: Symmetric Encryption or Decryption over An Elliptic Curve
ECP : Bilinear Pairing Operation over An Elliptic Curve; ECM : Multiplication over An Elliptic Curve
ECA: Addition over An Elliptic Curve; H: Hash Operation
⊗: Watermark Embedding Operation; ⊕: Partial Encryption Operation; N/A: Not Provided

and assume that PubEncec/PubDecec is the public key encryption in an elliptic curve,
respectively.

In [30], we find that their scheme does not have the formal security analysis. Their
scheme also assumes that each peer has to apply a “capital certificate” before performing
their fair exchange protocol. It also needs a Certificate Authority (CA) to manage the
capital certificate list as the PKI infrastructure in the p2p network. We think that it
is unsuitable and unreasonable for a p2p network since most of p2p networks work in
the anonymous status without deploying and checking the certificate of each peer. By
the way, the computation cost of their scheme is about 7Exp + 2H ∼= 1881M . In our
scheme, the cost is about 834M+6⊕+2⊗. Table 1 and Table 2 are the functionalities and
performance comparisons.

7. Conclusions. In this paper, we offer the lightweight authentication method to provide
fair and secure digital content exchange and avoid the free-rider problem in a p2p network.
In our proposed scheme, the client peer also can authenticate the server peer in a p2p
network, exchange her/his digital content fairly with the other peer and also provide many
nice properties.
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Appendix A. Security Analysis.

A.1. Mutual authentication. We define the security of the proposed protocol. Assume
that each party’s identity is denoted as pi and each pi holds a pair of private/public keys,
where 1 ≤ i ≤ I and I denotes the set of the identities of the parties who can participate
in our proposed protocol.
Assume Πk

i represents the k-instance of the party pi. If pi accepts with its partner
pj, then it means that pi holds a session key sski,j which is shared with party pj. Let
a session identifier of the instance Πk

i be denoted as sidki that presents the k-th session
which is different from other sessions in this protocol, where k ∈ N and N being the set
of positive integers. In the following, we model the capabilities of an adversary. We allow
the adversary A that she/he can control all communication in the proposed protocol via
accessing to the oracles. Following are the queries that an adversary can query.

• A query SendC(Π
k
i ,M) is used that an attacker A sends a message to the instance

Πk
i such that i believes the message has been sent from server S. If A makes a

SendC(Π
k
i ,M) query with M = “start” to Πk

i , then the Πk
i will be instructed to

initiate a protocol run. An initial oracle is that if the first message is “start”.
Otherwise, it is a responder oracle.

• A query SendS(Π
k
S,M) is used that a server oracle received message M and it com-

putes the response message and returns it back to the attacker A.
• A query Reveal(i(j), k) is used to send a session key of Πk

i (or Πk′
j ) to the adversary.

• A query Corrupt(i) is used to expose the private key of the oracle Πi.
• A query Test(Πt

i,j) is used to define the advantage of an adversary. When an ad-
versary A asks a Test query to the “fresh” instance Πt

i,j in the t-th session, where
a coin B is flipped. If b is 1, then return the session key hold by Πt

i,j. Otherwise,
return a random string chosen uniformly from {0, 1}∗ to A.

Next, we give the security definitions of our proposed scheme. These definitions are
defined in the following.

Definition A.1. (Partner) First, we define what is the partner function. We assume
that there exists an instance Πk

i of the party pi and the partner of Πk
i is the instance Πk′

j

of the party pj( 6= pi) who believes that it is interacting. We can say that two instances Πk
i

and Πk′
j are partnered if the following properties are satisfied:

1. sidki = sidk
′

j .

2. pj is the partner of Πk
i .

3. pi is the partner of Πk′
j .

Definition A.2. (Matching Conversation) Fix a number of flows R = 2ρ − 1 and an
R-flow protocol Π. Run Π in the presence of an adversary E and consider two oracles
Πs

i,j, an initiator oracle, and Πt
j,i, a responder oracle, that engage in conversation C and

C ′, respectively.

1. We say that C ′ is a matching conversation to C if there exist τ0 < τ1 < . . . < τR−1

and a1 = a′1, . . . , aρ = a′ρ and α1 = α′
1, . . . , αρ−1 = α′

ρ−1 such that C is prefixed by:

(τ0, λ, (m1, a1)), (τ2, (µ1, α
′
1), (m2, a2)), . . . , (τ2ρ−2, (µρ−1, α

′
ρ−1), (mρ, aρ))
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and C ′ is prefixed by:

(τ1, (m1, a
′
1), (µ1, α1)), (τ3, (m2, a

′
2), (µ2, α2)), . . . , (τ2ρ−3, (mρ−1, a

′
ρ−1), (µρ−1, αρ−1)).

2. We say that C is a matching conversation to C ′ if there exist τ0 < τ1 < . . . < τR and
a1 = a′1, . . . , aρ = a′ρ and α1 = α′

1, . . . , αρ−1 = α′
ρ−1 such that C ′ is prefixed by:

(τ1, (m1, a
′
1), (µ1, α1)), (τ3, (m2, a

′
2), (µ2, α2)), . . . , (τ2ρ−3, (mρ−1, a

′
ρ−1),

(µρ−1, αρ−1), (τ2ρ−1, (mρ, a
′
ρ), ∗)

and C is prefixed by:

(τ0, λ, (m1, a1)), (τ2, (µ1, α
′
1), (m2, a2)), . . . , (τ2ρ−2, (µρ−1, α

′
ρ−1), (mρ, aρ)).

If C is a matching conversation including appendices to C ′ and C ′ is a matching
conversation including appendices to C, Πs

i,j and Πt
j,i are said to have had matching

conversations including appendices.

Definition A.3. (No-matchingE(k)) Let No-matchingE(k) denote the event that, there
exist (i, j, s) such that an oracle Πs

i,j accepted but there is no oracle Πt
j,i, which has had a

matching conversation to Πs
i,j under the presence of a polynomial time attacker E, with

i, j /∈ I (where I denotes the set of the parties corrupted by E) and s, t ∈ N .

Definition A.4. (Good-GuessE(k)) We say Good-GuessE(k) that is the event that, there
exist an polynomial time attacker E that she/he can correctly guess that she/he is given
the real session key or a random number after performing the Π protocol successfully,
where k is the system security parameter.

Definition A.5. A protocol Π is a secure mutual authentication protocol if for every
adversary E:

1. If Πs
i,j and Πt

j,i have matching conversation, then both oralces accept.
2. The probability of No-matchingE(k) is negligible, where k is the system security

parameter.

Definition A.6. A protocol Π is a secure authentication and key agreement protocol if
the following requirements are satisfied:

1. If Π is a secure mutual authentication protocol.
2. If Πs

i,j and Πt
j,i hold the same session key after performing Π protocol successfully.

3. The probability of Good-GuessE(k) is negligible.

Definition A.7. (Freshness) A instance Πk
i is fresh if the following conditions are true

at the conclusion of the simulation of the proposed protocol:

1. If Πk
i,j has not been queried, Reveal(i, k).

2. If there existed Πk′
j,i partner with Πk

i,j where Πk′
j,i has not been queried, Reveal(i, k).

3. The partner of Πk
i,j is not an insider attacker.

Definition A.8. (Forward Security(FS)) An adversary A is now allowed to ask all queries
including Corrupt(i) (or Corrupt(j)) which returns the secret key of party pi (or pj) to
A during the simulation. A protocol Π is forward secure that if A cannot compromise the
past information even the Corrupt(i) (or Corrupt(j)) are queried.

Theorem A.1. Our p2p fair content exchange scheme (P2PFCES for short) is a (t0,
ε0, qh, qH1, qs, qE)-secure mutual authentication and key agreement protocol under the
assumption that k-CAA problem is intractable.
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Lemma A.1. We assume that the hash functions h, H1 are random oracles. Suppose that
there exists a Forger E for given IDA, IDB, IDS with running time t0 and advantages
ε0. We suppose that E can make the following qh times h query, qH1 times H1 query, qs
times Send query and qE times Extract query and total q times query, respectively. If
ε0 > 10q2H1

(qs+1)(qs+qH1)/q, there exists a attacker B that can solve the k-CAA problem
with time t1 ≤ 120686qH1t0/ε0.

Proof: Suppose No-matchingE(k) is non-negligible and is not less than ε0. We can
construct a simulator B from a challenger ψ. B is given the k-CAA problem instance(
P, sP, q1, . . . , qk,

1
s+q1

P, 1
s+q2

P, . . . , 1
s+qk

P
)
from ψ, where k ≥ qh, qs. B’s goal is to com-

pute 1
s+q0

P for some q0. Then B takes E as its subroutine and simulates attacking envi-

ronment for E. B first prepares the system parameters (e,G1, G1) and (g, P, h,H1, H2)
with g = e(P, P ). B publishes these parameters to E.
Before simulation, we assume that E can query the following queries, h-query, H1 query,

Send query and Extract query at most once. B can response Send and Extract queries
with the help of the saved record of the h-query. B also creates the list Lh and LH1

for simulation usage and avoids collision during the simulation. In order to response the
above queries, B can prepare the following queries.

• h-query: When E makes the h-query to B with IDi and if IDi = IDA, B chooses q0
from the random oracle h as the hash value of IDA. Otherwise, B randomly chooses
a qi, returns < qi, IDi > from the k-CAA problem instance to E and also adds it to
list Lh.

• H1-query: When E makes the H1-query to B with message m, B chooses h from the
H1 oracle and returns it back to E. Then B adds < m,h > to list LH1 .

• Send-query: When E makes the Send(Πi)-query to B, if IDi = IDA, B computes
(Exci, Ni, IDi, Gi, Si), where Gi = ab(sP + q0P ), a, b ∈ Z∗

q and generates Si = h∗P

from the random oracle h, where it implies h∗ = ab+h
s+q0

. Otherwise, B finds < qi, IDi >

and < m,h > and prepares the hash value qi and h from list Lh and LH1 , respectively.
Then B computes Gi = ab(sP + qiP ) and Si = (ab+ h) 1

s+qi
P and returns it back to

E.
• Extract-query: When E makes the Extract-query on IDi /∈< IDA, IDB, IDS >, B
returns 1

s+qi
P to E.

After response these queries to E, if E can generate a tuple < IDi, Gi, Si > without
querying other oracle except H1, then B can replay the same tape with different choices
of H1 as done in the forking lemma [7]. Finally, E outputs two different messages <
IDi, Gi = ab(sP + q0P ), Si = (ab + h) 1

s+q0
P > and < IDi, G

′
i = ab(sP + q0P ), S

′
i =

(ab + h′) 1
s+q0

P >, such that h 6= h′. Then B can take E’s two outputs and solve the

k-CAA problem by computing
S′
i−Si

h′−h
= 1

s+q0
P for some q0 ∈ Z∗

q .

The probability that B correctly guesses h and h′ is 1/q2H1
. By the forking lemma [7],

the probability that B solves the k-CAA problem is ε0 > 10q2H1
(qs + 1)(qs + qH1)/q. On

the other hand, the total time t1 of B is equal to the running time of the forking lemma
that is bounded by 120686qH1t0/ε0. �

Theorem A.2. The proposed protocol P2PFCES is said (t, ε, qs, qh, qc)-forward-secure
against existential forgery attack in the random oracle model if there is no probability
polynomial time adversary B who can (t′, ε′)-break the k-CAA and k-mBIDH problem,

where ε′ ≥
(
(1− ε) 1

22l
· 1
qH2

· 1
qs
− 1

2

)
+

10q2H1
(qs+1)(qs+qH1

)

q
, t′ = t+(qs+qH2)trn+

120686qH1
t0

ε0
,

trn denotes the time to produce a random number, t0 denotes the time that attacker E
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breaks the k-CAA problem with the probability ε0 at most qs send queries, qh hash queries,
and qc corrupt queries.

Proof: First, we consider an adversary A attacking the P2PFCES in the sense of the
forward security. Let Forge be the event that there exists at least one forged signature
in the P2PFCES. We can derive that

PrA[Good-GuessE(k)] ≥ PrA[Forge] + PrA[Good-GuessE(k) ∧ Forge],
where b and b′ are the coin flips chosen by the simulator and the attacker, respectively.
Beginning this proof, we also define other two lemmas to complete this proof. �
Lemma A.2. We claim that there is no attacker A that can forge the authentication

transcripts with the non-negligible probability ε0= PrA[Forge] ≥
10q2H1

(qs+1)(qs+qH1
)

q
in the

polynomial time bound t′ ≤ 120686qH1
t0

ε0
.

Proof: First, we consider the following case that when there exists a forger that she/he
can forge the authentication transcripts between user A or B. It means that she/he can
impersonate a client to authenticate with server S. In order to compute the advantage of
A from this case, we use A to construct a challenger F that generates a valid message
< IDi, Gi, Si >. F generates all key pairs for users A, B and server S. Then it simulates
all oracle queries to A as in Theorem A.1. Let Forge be the event that A generates a
new and valid message tuple < IDi, Gi, Si >. The probability of A satisfies

PrA[Forge] ≥
10q2H1

(qs + 1)(qs + qH1)

q
,

where t′ ≤ 120686qH1
t0

ε0
. By Lemma A.1, we can conclude that the probability PrA[Forge]

is negligible. �
Lemma A.3. We claim that there is no attacker A that can correctly guess the session
key with the non-negligible probability

Pr
[
Good-GuessE(k) ∧ Forge

]
≥ (1− ε)

1

22l
· 1

qH2

· 1

qs

in the polynomial time t′ ≤ t + (qs + qH2)trn, where trn denotes the time to produce a
random number.

Proof: In the second case, A attempts to get the session key sskA,B in the random
oracle model, she/he must ask theH2(τA||τB||τa∗τb∗P )H2 query in the A’s aspect. On the
other hand, it is the same situation in B’s aspect. So we just consider the communication
between A and S. We construct the attacker B which breaks the k-mBIDH problem
using A as the subroutine with non-negligible probability. First, B is given an instance

of the k-mBIDH problem
(
e,G1, G2, P, sP, tP, h, h1, h2, . . . , hk,

1
s+h1

P, 1
s+h2

P, . . . , 1
s+hk

P
)
,

where k ≥ qH2 , qs. Its goal is to compute e(P, P )
1

s+h
t. B sets the public system parameters

< e,G1, G2, P, Ppub, g, h
′, H1, H2 > which it lets Ppub = sP , g = e(P, P ), SS = 1

s+h1
P and

QS = sP + h1P accompanying with h′, H1 and H2 random oracles. Then B gives these
parameters to A. In order to compute the advantage of A, B guesses α correctly such
that A asks its Test query in the α-session. After preparing these system parameters, B
also simulates the oracle queries of A in the following.

• h′-query: When A makes the query with IDi and if IDi = IDA, then B chooses
h from the k-mBIDH problem instance and sets h = h(IDA) and returns it to A.
Otherwise, it forwards hi and adds < IDi, hi > into the empty list Lh′ , where i =
2 ∼ k.
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• H1 query: If A makes H1 query on input m with IDi = IDA, B sets tP to be the
hash value of IDA, where it implies t = H1(m) and adds it to the list LH1 . Otherwise,
B generates a random number h and adds < m,h > into the list LH1 and returns h
to A.

• H2 query: If A makes H2 query on input m with IDi 6= IDA and IDj 6= IDB, B
searches the list LH2 and sees if there exists a record < m, k > in it. If yes, B returns
k to A.

• SendS(Πk
i ,M) query: In this query, we define it as client-to-server type query. When

A makes a SendS(Π
k
i ,M) query with IDi = IDA and if the query is in the α session,

B fails.
Otherwise, B searches to see whether if < IDi, hi > is in Lh′ and h is in LH1 or not,

respectively. If yes, B selects two random numbers a, b and computesGi = (ab+h)QS,
tui

= e((ab + h)P, P ) = e(P, P )ab+h and Si =
1

s+hi
P , where i = 2 ∼ k. B appends

< IDi, Gi, Si, tui
> into the empty list LSendS and returns < IDi, Gi, Si, tui

> to A.
• SendC(Πk

i ,M) query: In this query, we define it as server-to-client type query. When
A makes a SendC(Π

k
i , (IDi, Gi, Si)) query, B chooses two random numbers h∗ and

tvi and sets zi = h∗. Then it returns (zi, tvi) to A. B also stores < M, zi, tvi > into
the empty list LSendC , where i = 2 ∼ k.

• Execute query: When A asks an Execute(A, S) query, then B returns the records
< (IDi, Gi, Si, tui

), (zi, tvi) > by using the simulation result of above SendS and
SendC queries.

• Corrupt(i) (or Corrupt(j)) query: When A asks an Corrupt(i) query on IDi, where
IDi 6= IDA, B finds the record < IDi, hi > in list Lh′ . Then B returns 1

s+hi
P to A.

• Reveal(Πk
i,j) query: When A asks an Reveal(Πk

i,j) query and if the session is not the
α session, then B returns a random number to A. Otherwise, B delays to response
in the Test query.

• Test query: When A asks an Test query and if the query is not asked in the α-th
session, B aborts. Otherwise, B flips a coin b; if b = 1, it returns the real session key,
else it returns a random number to A.

The success probability of B depends on the event that A can forge a target value

tu = e(P, P )
1

s+h
t with the signature SA = t

s+h
P and the hash value t = H1(m) and B

correctly guesses the session key sskA,B in the α session. In the above simulation, the
probability that B correctly guesses α is 1

qs
. Let Forge be the event that A can forge

the signature SA in the α session with a non-negligible probability ε. Then we can have
Pr[Forge] = ε.
Without querying the hash oracle H2, the probability of A correctly guessing the hash

oracle value is no longer than 1
22l

on the random number τa∗τb∗P . We define this event as

the NH2 and its probability is Pr[NH2 ] ≤ 1
22l

· 1
qH2

. Then we can derive that the probability

of A without outputting a signature value SA is Pr[Forge] ≥ 1 − ε. Thus, B does not
forge the signature SA and guesses the session key sskA,B in the α session correctly with
the probability Pr[Good-GuessE(k) ∧ Forge ] ≥ (1− ε) 1

22l
· 1
qH2

· 1
qs
. �

Therefore, we summarize that the advantage of B of Lemma A.2 and Lemma A.3 is

Pr[Good-GuessE(k)∧Forge ]− 1
2
≥

(
(1− ε) 1

22l
· 1
qH2

· 1
qs
− 1

2

)
, where t′ = t+(qs+qH2)trn.

Hence, we have

ε′ ≥
(

(1− ε)

22lqH2qs
− 1

2

)
+

10q2H1
(qs + 1)(qs + qH1)

q
,

where t′ ≤ t+ (qs + qH2)trn +
120686qH1

t0
ε0

. �


