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ABSTRACT. For safety vehicle driving assistance, it is important to detect objects such
as cars, pedestrians and bikes. Although high accuracy is achieved by HOG features
for object detection, it is difficult to discriminate bicycles from similarly shaped objects
such as motorbikes. In this paper, we propose a bicycle detection algorithm that utilizes
relative motion detection of leg movements during bicycle pedaling using spatiotemporal
3D Gabor filtering as well as shape-based object detection using HOG and SVM. The
pedaling movement enables us to discriminate between bicycles and motorbikes and to
improve the bicycle detection accuracy. Using test video images, our proposed algorithm
showed improved performance in discriminating between bicycles and motorbikes.
Keywords: Bicycle detection, Spatiotemporal 3D Gabor filter, Leg movement, HOG,
SVM

1. Introduction. To improve driving safety, object detection/recognition systems us-
ing a vehicle camera are being actively developed. The objects to be detected include
cars, pedestrians, bicycles and motorbikes. Many systems have been proposed for detect-
ing objects, and high accuracy in pedestrian detection has been achieved by foreground
extraction or motion detection methods and HOG (Histogram of Oriented Gradients)
features [1, 2, 3].

In order to represent object shapes, the HOG approach, which encodes an image by
histogram-based visual features, is widely used [4]. This approach is considered suitable
not only to human detection but also to bicycle detection. Previously, the HOG approach
was compared with several features such as Harris operators, LST (Latent Semantic Index-
ing) and SIFT (Scale Invariant Feature Transform) for detecting pedestrians and bicycles
in traffic scenes and achieved the best performance among them [5]. An SVM (Support
Vector Machine) was used as the classifier; it has a so-called maximum margin classifica-
tion and regression approach. It is known that SVMs are suitable for high-dimensional
data classification.

Although some bicycle detection algorithms have been proposed [5, 6, 7], there are very
few algorithms that discriminate bicycles from similar objects such as motorbikes [8].

In the literature [6], bicycles and pedestrians on a sidewalk are detected using optical-
flow based motion information and are tracked using the Harris corner edge detector.
The utilization of motion information is effective for detecting objects on the road from
stationary video cameras. After a moving object is detected, it is determined whether or
not it is a bicycle. In previous studies [7, 8], the two circular wheels of a bicycle receive the
focus; bicycles are detected using a circular Hough transform and the edge-based Hausdorff
metric [7]. In [8], the object’s classification as a bicycle or motorbike is performed based
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on images of the wheel regions. Even though these methods use sophisticated approaches,
the detection process fails in some situations where edges similar to circular patterns exist
in an input image.

In order to recognize more detail about a traffic situation, a more accurate detection
method is required, which can be achieved by combining shape features obtained by the
above approaches and motion information included in video sequences. In a previous
study [9], the body movement is used for person detection. We can detect bicycles from
motorbikes and other objects not only using shape features but also by the characteristic
leg movements that occur during bicycle pedaling [10].

In this paper, we describe a detailed bicycle detection algorithm using pedaling move-
ment, and show its quantitative evaluation results. This paper is organized as follows. In
Section 2, our proposed algorithm is described. Experimental results to verify our algo-
rithm are shown in Section 3. Discussion is presented in Section 4. Finally, the conclusion
is given in Section 5.

2. Proposed Approach. The process flows of our proposed approach are shown in
Figures 1 and 2. As the first step, we need to detect two-wheel objects. Some methods
for detecting two-wheel objects have been proposed. One method is shown in Figure 1(a):
namely, moving object regions in video images captured by a camera are detected and
extracted based on the motion information; then, the extracted regions are analyzed to
determine whether the regions of motion represent any two-wheel objects based on the
shape information. Another approach is shown in Figure 1(b): namely, two-wheel object
detection is performed based on shape features such as HOG, and the detected two-wheel
object is tracked.

In this paper, we evaluated the method shown in Figure 1(a). In order to calculate
motion information, a spatiotemporal 3D Gabor filter was used. Moving object regions
were detected and extracted from the image by nearest neighbor (NN) clustering. Details
of the spatiotemporal 3D Gabor filtering are described in Section 2.1.
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FIGURE 1. Two different flows of two-wheel object detection
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FIGURE 2. Flow of bicycle detection

The HOG feature is calculated for each extracted region, and it is determined whether
the object in the region is a pedestrian or a two-wheel vehicle (bicycle/motorbike) by
SVM using the HOG feature. When the object is judged to be a two-wheel vehicle, it is
necessary to determine whether it is a bicycle or a motorbike. Leg movement by pedaling
enables us to discriminate between a bicycle and a motorbike. When one is pedaling a
bicycle, the trajectories of the legs are intrinsically circular. However, from a camera view
independent of the motion of the whole bicycle, they do not look circular. In order to
detect leg movement during pedaling more accurately, we transform the original image
sequence to that observed from a viewpoint relative to the center of the bicycle. After
this transformation, the relative leg motion becomes nearly circular.

For accurate motion detection, the Lucas-Kanade gradient-based optical flow method
is widely used in computer vision [11]. It is known that such gradient-based methods
can give accurate results despite their low computational costs, but that they are very
sensitive to noise included in the input image [12]. On the other hand, spatiotemporal
filters are robust to noise compared with other motion detection methods.

2.1. Spatiotemporal 3D Gabor filtering. The spatiotemporal 3D Gabor filter is a
velocity-tuned spatiotemporal filter [13, 14, 15]. This filter is based on the spatial 2D
Gabor filters, which have both frequency-selective and orientation-selective properties as
well as optimal joint resolution in both spatial and frequency domains [12, 16]. Spatial
2D Gabor filters are described by the following equation in the z-y spatial plane:

22 4 22 on
saoes) = exp (=20 Y exp i (o +wn) | ()
xg=xcosl +ysinf, yo=—xsinf+ ycosh, (2)

where filter parameter v determines the aspect ratio of the spatial filter size, o, is the
spread of spatial Gabor filter, A is the period of the sinusoidal plane wave, w and t, are
the angular velocity for shifting in the time domain and the shifting time, respectively,
and 7 equals /—1. Angle parameter § determines the preferred spatial orientation of the
filter. The response of spatial 2D Gabor filters is computed by convolution with input
image I(x,y,t) at frame time ¢:

P60 (T5 Y5 1) = 1(2, Y, 1) * .6, (T, ) (3)

The response of the spatiotemporal 3D Gabor filter is obtained by the combination of

the convolution outputs from a set of spatial 2D Gabor filters mutually shifted with an
appropriate time span.

In order to detect edges moving along a certain direction with high sensitivity, the

orientation of the spatial 2D Gabor filters should be perpendicular to the direction, and
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FIGURE 3. Spatiotemporal 3D Gabor filter (left) and z-y plane outputs of
the filter at different timing (right)

the phase of the spatial 2D Gabor filters between two continuous frames should be varied
linearly with an equal phase step in the range from 90 to 90 degrees by the term wt; in
Equation (1). Images processed with such phase-shifted filters are summed over several
subsequent frames, as shown in Figure 3. A Gaussian temporal weight function is used
across the subsequent frames:

t2
S0,0,6(2,Y) = Zre,m(% y, 1) exp <_F> ; (4)
t t

where oy is the spread of the temporal Gaussian filter. Velocity v in Equation (4) is
defined by the following equation: \
w
V=g (5)

Therefore, the detectable speed of the 3D Gabor filter is determined by A and w.

The spatiotemporal motion energy is introduced using a stable phase-invariant energy
expression, which is defined as the square root of the sum of the squared outputs of
spatiotemporal 3D Gabor filters with the real part or the imaginary part:

Evﬁ (ZL’, y) = |Sv,91¢(x7 y)| (6)
The motion energy for all velocities in the same moving direction are compared, and the
velocity of the filter v*(x, y) that outputs the maximal motion energy ly(x,y) is regarded
as the detected velocity Vjy(x,y):

vp(x,y) = arg max E,o(z,y). (7)
l0 (:L', y) = Ev*ﬁ(xa y) (8)
Vi(w,y) = vy, y)- 9)

The detectable range of motion velocity obtained using the spatiotemporal energy model
is proportional to the spatiotemporal filter size. If the filter size is fixed, the detectable
speed range is limited, but a multi-resolution approach overcomes this limitation as shown
in Figures 4(a)-4(c).

Decreasing the image size is equivalent to increasing the filter size. High resolution in
filtering leads to slow motion detection, and vice versa. The input image is scaled down
with some lower resolutions I,(z,y), where 7 represents the scaling factor, and motion
detection is performed independently at each resolution. Among all motion energy values
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FIGURE 4. Spatiotemporal 3D Gabor filtering outputs: (a) input image,
(b) detected motion at four different resolutions; image size is 640x480
(7 = 1, upper left), 320 x 240 (7 = 1/2, upper right), 160 x 120 (7 = 1/4,
lower left) and 80x60 pixels (7 = 1/8, lower right), where §# = 90 deg and
o = 4 pixels and (c) detected motion combining four different resolutions

with the different resolutions ly,(z,y), the velocity that outputs the maximal motion
energy Ly(z,y), Vo +(z,y), is regarded as the detected velocity Vy(z,y):

™ (z,y) = arg max lo+(z,y). (10)
Lo(z,y) = lpr(2,y). (11)
Vo(@,y) = Vo (z,y) /7" (2, y). (12)

Although Gabor filtering exhibits good performance for detecting accurate velocities, the
computational cost of this filter is extremely high [12]. By using parallel computation us-
ing GPUs (Graphic Processing Units), this computational cost issue may be overcome [17].

2.2. Tilt alignment. In order to calculate the relative motion of pedal movement ac-
curately, it is best to obtain video images of a stationary two-wheel object from the
viewpoint based on the center of the object. For this purpose, we first obtain the video
images where the object moves on the actual horizontal plane. Because real object images
usually move horizontally on a plane with a slight tilt angle, tilt adjustment is required.
To obtain the adjusted images, we detect the tilt angle in the image movement. The
tilt-alignment process is as follows:

1. Detection of horizontal edges in the image:

Using the border information between the bicycle wheels and the road surface, we
could detect the tilting line. To detect the border, we first detected the horizontal
edges in the images using a horizontally oriented spatial 2D Gabor filter. To reduce
noise and background in the images, we subtracted each output image from the con-
secutive frame images, as shown in Figure 5. By accumulating sequential subtracted
images, the pixel values on the border became higher, as shown in Figure 6.
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FIGURE 6. Accumulation image of temporal difference outputs

2. Reduction of boundary noise in the image:

To detect the border, boundary noise mainly due to the shadow must be reduced.
We re-defined the object region by calculating projection histograms in the horizontal
and vertical directions, as shown in Figure 7. First, we calculated the projection
histogram in the vertical direction. If the projection values were above the predefined
threshold, the region was determined as the object region with no shadow. After the
object region along the horizontal axis was re-defined, the region along the vertical
axis was also re-defined by the same process.
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FIGURE 7. Accumulated moving-object region image

FI1GURE 8. Wheels-road border detection result by Hough transform

3. Calculation of angle information based on the Hough transform:

To detect the border between bicycle wheels and the road surface, a Hough trans-
form was applied to the predefined bottom region of the object image, as shown in
Figure 8. We determined the border line as the point with the largest value in the
Hough space. Then, we detected the object angle.

4. Tilt adjustment by rotating image:

The sequence of images processed with horizontally oriented spatial 2D Gabor
filtering is rotated with the angle calculated by the Hough transform. Then, the
object images are aligned along the actual horizontal axis. The object images in
those adjusted images are segmented based on the object region width and height.

2.3. HOG and SVM. The extracted object is classified as a two-wheel object, pedes-
trian or another object using HOG features. These consist of histograms of gradient
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FIGURE 9. Typical outputs of HOG: (a), (¢) input images, and (b), (d)
HOG features

amplitude and orientation around each key point location. Orientations are quantized
into a number of bins in the histogram. To provide reliable invariance against illumina-
tion, the histogram values are normalized by the total energy of all orientations. Typical
outputs processed by the HOG approach in the segmented moving object is shown in
Figure 9. Oriented short lines in Figures 9(b) and 9(d) are normalized local features. The
luminance of these lines indicates the strength of the energy of the orientation.

The SVM, which is a two-class linear discriminator with soft margins, classifies the
extracted images using HOG features. The SVM needs to be trained with a sufficient
number of images of bicycles/motorbikes and pedestrians.

2.4. Relative motion detection. Images of bicycles can be detected not only by the
shape but also by the characteristic leg movement during pedaling. To detect such move-
ment, relative motion detection is required. In this work, it is assumed that the input
image includes a side-view of a bicycle. We detect vertical motion during pedaling by
spatiotemporal 3D Gabor filtering after removing the horizontal motion of the whole bi-
cycle. To obtain the average velocity of leg movement, a window in which all velocities are
averaged is defined. The ratios of the window width and height to the whole object-image
width and height are defined as W,, and H,,, respectively. The relative coordinates of the
center position of the window are defined as (w,, w,).

3. Experimental Results. The proposed method was tested using numerical simula-
tions with Intel Core i7 2.93 GHz CPU and nVIDIA GTX480 GPU. Our algorithm was
implemented in C-language with an open-source computer vision library (OpenCV) for
reading video streams. A convolution operation for filtering was performed using a GPU
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FIGURE 10. Flow of leg motion detection: (a) input image sequence with
a rectangle that represents the region of a moving object, (b) segmented
image sequence, and (c) spatiotemporal 3D Gabor filtering result that de-
tects vertical movement, where the window detecting pedaling movement
is indicated and the static edges are indicated by white color

processor to accelerate the processing speed by parallel processing. The GPU was con-
trolled under a GPGPU environment (CUDA2.0) supplied by nVIDIA. The processing
time per frame was as follows: 0.054 s for motion detection, 0.095 s for object region seg-
mentation, 0.030 s for HOG feature calculation and two-wheel object detection by SVM,
and 0.100 s for relative motion detection. Therefore, the total processing time per frame
was 0.279 s. We used GPGPU only for convolution operation for filtering. To optimize
some processes for GPGPU, we could accelerate the processing speed.

First, we evaluated the performance of the HOG/SVM approach that detects bicycle-
like shapes. We used INRIA Person Database [4] and our original bicycle-like shape and
pedestrian images. To train the SVM, we used 264 images for each category, and the total
number of images used was 1056. A result of the discrimination task is shown in Figure
11. The image sets of bicycle-like shapes and pedestrians were classified with an average
accuracy of 99.8 %.

Next, we evaluated the performance of the HOG/SVM approach that discriminates
between bicycles and motorbikes. We used bicycle images included in INRIA Person
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FIGURE 11. Experimental result of discrimination between bicycle-like ob-
jects and pedestrians
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for training | fortest | bicycle | motorbike | correct rate[%]

bicycle 264 264 108 156 40.9
motorbike 264 264 101 163 61.7
total 528 528 51.3

FI1GURE 12. Experimental result of discrimination between bicycles and motorbikes

Database and our original bicycle and motorbike images. For training the SVM, we used
264 images for each category, and the total number of images used was 1056. A result of
the discrimination task is shown in Figure 12. The image sets of bicycles and motorbikes
were classified with an average accuracy of 51.3 %. This result shows that it is difficult
to discriminate between bicycles and motorbikes by HOG features.

Then, we evaluated the performance of leg motion detection during pedaling for bicycle
and motorbike images. Image datasets of bicycles and motorbikes moving on the road
were prepared. The total number of bicycle video was 30, and that of motorbike video
was 50 files. Figure 13(a) shows examples of snapshots of images for moving bicycles
and motorbikes used in the experiments. A spatiotemporal 3D Gabor filter where 6 =
0 deg and o = 4 pixels was used for input images with four different resolutions, 7 =
{1,1/2,1/4,1/8}. The window parameters for detecting leg motion were set at W,, =
H, =1/3 and (w,,w,) = (1/2,1/6), as shown in Figure 10(c). If the number of frames
in which the average velocity of the leg motion exceeds the predefined threshold reaches
a predefined value, we concluded that pedaling leg movement had been detected. When
bicycle images were given, we defined N(B,t) as the detection frequency of pedaling
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FIGURE 13. Leg motion detection results: (a) examples of snapshots of in-
put image sequences, (b), (¢) typical detected pedaling motion for a bicycle
and a motorbike, and (d) bicycle detection ratio using pedaling motion

movement and N (B, f) as the detection frequency of no pedaling movement. N(M,t) and
N(M, f) are defined in the same manner for motorbike images. We calculated the bicycle
detection ratio from the number of video images N (B)+N (M) against N (B, t)+N (M, f).
Figures 13(b) and 13(c) show the average velocity change during pedaling movement
on bicycle and motorbike images, respectively. Here, the threshold value for detecting
pedaling movement was set at 300 pixel/s. Figure 13(d) shows the result of pedaling
movement detection for each image sequence. The bicycle detection rate was 91.3 %. From
this result, we conclude that bicycles can be successfully discriminated from motorbikes
using pedaling movement detection.

4. Discussion. We successfully detected relative vertical leg motion during pedaling in
a nearly horizontally moving bicycle. This method can even detect bicycles that have
motorbike-like shaped wheels such as a cruiser bicycle. It would be hard for the conven-
tional methods focusing on the shape of wheels [8]. Therefore, the proposed method can
improve bicycle detection accuracy.

As described in the previous section, for quantitative evaluation, we used 30 and 50 files
of bicycle and motorbike videos, respectively. Usually, for object detection/discrimination
tasks, some databases consisting of a huge number of images are commonly used. How-
ever, there are few bicycle/motorbike detection/discrimination algorithms and no stan-
dard video database for this task exists. Thus, we took movies of bicycles and motorbikes
by ourselves.

As a condition for detecting pedaling movement, we need time for observing pedal
movement which is about 10-15 frames (0.3-0.5 sec) according to Figure 13(b). For stable
discrimination, it is preferable to use over 15 image frames. Because of applying tilt
compensation, our approach can detect a bicycle with slightly tilting movement with less
than about 10 degrees from the horizontal line.

Regarding computation time, the current processing time is much longer than the video
rate (30 fps), although we partially used GPGPU, as described in the previous section.
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However, improving the throughput will be possible using pipeline processing in dedicated
parallel hardware, which may be implemented in an FPGA.

5. Conclusion. In this paper, we focused on detection of pedaling movement, which is
a unique feature of a bicycle imaging. We proposed a detection algorithm for such a
movement from an image sequence of a bicycle using spatiotemporal 3D Gabor filtering.
The pedaling movement is a powerful key feature for discriminating a bicycle from similar
objects such as a motorbike. The proposed approach will be useful for surveillance systems
on the roads or in-vehicle camera systems for surrounding monitor with image recognition
function.

In our future work, we will improve our algorithm for application to more general cases.
For example, if bicycles move in the frontal direction, an additional process is needed.
A more precise quantitative evaluation for leg movement detection performance is also
required.
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