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ABSTRACT. Record linkage methods evaluate the disclosure risk of revealing confiden-
tial information in anonymized datasets that are publicly distributed. Concretely, they
measure the capacity of an intruder to link records in the original dataset with those in
the masked one. In the past, masking and record linkage methods have been developed
focused on numerical or ordinal data. Recently, motivated by the proliferation of tertual
information, some authors have proposed masking methods to anonymize textual data.
Textual attributes should be interpreted according to their semantics, which makes them
more difficult to manage and compare than numerical data. In this paper, we propose a
new record linkage method specially tailored to accurately evaluate their disclosure risk.
Our method, named Semantic Record Linkage, relies on the theory of semantic similar-
ity and uses widely available ontologies to interpret the semantics of data and propose
coherent record linkages. Test performed over a real dataset shows that a semantic record
linkage method evaluates better the disclosure risk when compared with a non-semantic
approach.

Keywords: Privacy protection, Disclosure risk, Record linkage, Ontologies, Semantic
similarity

1. Introduction. Statistical agencies gather data and make them available to third par-
ties for analysis. Datasets consist on a set of records (corresponding to individuals) de-
scribed by a set of attributes (corresponding to the features, such as age, job or religion).
Due to the fact that microdata may contain sensible information about individuals, they
must be anonymised before making them public to guarantee the privacy of the respon-
dents. The goal of a privacy-preserving method is avoiding an intruder re-identifies the
identity of an individual from the published data, associating his confidential information.
A typical way to achieve some degree of anonymity is to satisfy the k-anonymity prop-
erty [1]. This establishes that each record in a dataset must be indistinguishable with
at least k — 1 other records of the same dataset. To satisfy the k-anonymity property,
some masking methods have been designed, most of them being specific for numerical
data [2]. However, in many situations, some kind of information can only be expressed by
means of textual labels (e.g., job or user preferences regarding leisure or shopping). With
the enormous growth of the information society, datasets containing textual information
are becoming easily available (e.g., user opinions, preferences, reviews and even query
logs). On the contrary to numbers, the processing of textual data cannot be made by
means of the arithmetic operators [3] and require semantic analysis tools to understand
their meaning. Considering that words correspond to concepts with a semantic content,
knowledge sources (e.g., structured thesaurus, ontologies and tagged corpora) are needed
to interpret their semantics.

4869



4870 S. MARTINEZ, D. SANCHEZ AND A. VALLS

In recent years, some authors (see Section 2) have proposed masking methods deal-
ing with textual data from a semantic point of view. These works rely on predefined
knowledge structures (i.e., taxonomies) which are analyzed to propose transformations of
textual data by means of generalization. Terms are substituted by other more general
ones that taxonomically subsume them. As a result of this data transformation process,
an information loss occurs. Information loss is a quality measure of the reduction of the
utility in the masked data, when compared with the original one [4]. In the case of textual
attributes, information loss should be considered as a function of reduction of semantic
content (i.e., the more abstract the generalizations, the higher the information loss) [1,5-
7]. Ideally, any masking method should minimize the information loss to maximize data
utility [6].

Another important aspect of any masking method is the minimization of the disclosure
risk. It measures the capacity of an intruder to obtain the information contained in
the original dataset from the masked one [4]. To compute the disclosure risk, many
works [4,8,9] consider record linkage (RL) methods. These try to link the records in the
original dataset with those of in the masked one. Two kinds of record linkage methods
are usually considered in [10]. On one hand, distance-based record linkage computes a
distance measure between original and masked records, linking each masked one to the
closest in the original dataset. For numerical data, a Euclidean distance is typically used.
On the other hand, probabilistic record linkage bases the matching on the expectation-
maximization algorithm [11] which is based on the number of coincidences between masked
and original datasets.

Classical RL methods have been defined independently of the masking method used
to anonymise input data. However, some works [10,12-14] have shown that it is pos-
sible to increase the number of linkages by designing tailored RL methods for concrete
masking schemas. In [8,10,12] authors show that ad-hoc designed RL methods increase
the disclosure risk when assuming that input data have been anonymised by means of a
micro-aggregation process. In [10] a similar work is proposed, in which an especially de-
signed RL method increases the number of linkages when input data are masked by with
rank swapping [15]. Using especially tailored RL methods, one assumes the worst possible
scenario for privacy protection and, hence, better evaluates the potential disclosure risk.

Both generic and ad-hoc RL methods proposed in the literature are focused only on
numerical and ordinal data. However, as stated above, several masking methods for
textual attributes have been proposed in recent years. Because textual attributes should
be interpreted according to their semantics, it is not straightforward to apply existing RL
methods. As far as we know, no semantically-grounded RL methods have been proposed.

In this paper, we present a new distance-based RL method designed to measure the
disclosure risk of masking methods based on the generalization of textual attributes.
Our method (called Semantic Record Linkage, SRL) relies on the theory of semantic
similarity to propose linkages between original and masked datasets, discovering the most
semantically similar records. This supposes an improvement over methods based solely on
the number of term coincidences. Considering that the knowledge structure used by the
masking method to propose generalizations remains hidden to the intruder, we propose
exploiting general-purpose taxonomies/ontologies to better interpret textual values [16].
Our method has been applied to evaluate the disclosure risk of a classical generalization
method applied to a real dataset of textual data, and it has been compared against a
non-semantic RL approach relying on counting term coincidences. Results show that a
semantically-grounded RL method increases the risk of re-identification compared with
existing methods and, hence, it better evaluates the potential disclosure risk of masked
data.
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The rest of the paper is organized as follows. Section 2 reviews masking methods dealing
with textual data. Section 3 describes the semantic foundations of our method: ontologies
and semantic similarity. Section 4 presents and formalizes our SRL method. Section
5 tests our approach by evaluating the disclosure risk of generalization-based masking
methods under different configurations, comparing it with a non-semantic approach. The
final section contains the conclusions and several lines of future research.

2. Anonymising Textual Attributes. Asstated in the introduction, an anonymisation
method takes a dataset consisting on a set of records (i.e., individuals) and set of attributes
(i.e., responses). These attributes can be classified as: identifiers (which unambiguously
identify the individual, such as ID-card number) and quasi-identifiers (which may identify
some of the respondents, especially if they are combined with the information provided
by other attributes, such as job or place of birth). Quasi-identifiers can be divided into
confidential attributes (which contain sensitive information, such as medical conditions)
and non-confidential attributes (the rest). The goal of statistical disclosure control is to
prevent the link of the published confidential information to unique individuals. Before
publication, identifiers are removed from the dataset. Whereas confidential information is
unknown by third parties, non-confidential quasi-identifier attribute values may be known
and can be used to re-identify the respondent. Although, they do not link to specific
respondents if they are considered separately, the problem arises if they are considered
in groups (e.g., job + city of living + age). Consequently, before releasing the data,
these attributes must be masked by means of an anonymisation algorithm, resulting in
a modified dataset [17,18]. As stated in the introduction, a classical approach is to
ensure that the masked dataset is k-anonymous (i.e., any record is indistinguishable from
k — 1 other ones). The value of k defines the desired level of privacy and influences the
information loss.

In the following, we review works proposing anonymisation schemas focused on textual
attributes. By analyzing and understanding their behavior, we will be able to propose a
specially tailored RL method that evaluates better the potential risk of disclosure of these
methods.

The most basic ones consider textual data as enumerated terms for which only Boolean
word matching operations can be performed (i.e., in a categorical manner). We can find
methods based on data swapping (which exchange values of two different records) and
noise addition (such as replacing values according to some probability distribution used
by PRAM [19,20]). Others [1,21] perform local suppressions of certain values or select a
sample of the original data while maintaining the information distribution of input data.
Even though these methods achieve a certain degree of privacy, they fail to preserve the
meaning of the original dataset due to their complete lack of semantic analysis. As stated
in the introduction, the goal is that the conclusions drawn from the masked data would
be the same or very similar to those obtained from the original dataset.

In recent years, some authors have incorporated manually tailored knowledge struc-
tures to aid the interpretation of textual data and assist the masking process. Authors
represent semantic relations between the set of values of each attribute in the dataset us-
ing Value Generalization Hierarchies (VGHs) [1,21-25]. VGHs are manually constructed
taxonomical structures defined according to the input dataset, where attribute labels are
leaves of the hierarchy and these are recursively subsumed by common generalizations.
The masking process consists on substituting attribute values by more general ones ob-
tained from the hierarchical structure associated with that attribute. This generalization
process decreases the number of distinct tuples in the dataset and, therefore, increases
the level of k-anonymity.
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For each value, different generalizations are possible according to the depth of the tree.
Authors proposed approaches which restrict more or less the search space of generaliza-
tions. In [1,21], all the values of each attribute are generalized to the same level of the
VGH. Iyengar [23] presented a more flexible scheme in which a value of each attribute can
be generalized to a different level of the hierarchy, resulting in a larger space of possible
generalizations. T. Li and N. Li [24] propose three generalization schemes. In the Set
Partitioning Scheme (SPS), each possible partition of the attribute values represents a
generalization. This provides the most flexible generalization scheme but the size of the
solution space grows enormously while the benefits of a VGH are not exploited. The
Guided Set Partitioning Scheme (GSPS) uses a VGH to restrict the partitions of the
corresponding attribute. Finally, the Guided Oriented Partition Scheme (GOPS) adds
ordering restrictions to the generalized groups of values to narrow the set of possible
generalizations even more.

To retain the utility of data, the masking method should select, from all the possible
combinations of generalized tuples fulfilling the k-anonymity, the one that minimizes the
information loss. In exhaustive approaches, the search space (which depends on the
generalization constraints detailed above) results in NP-hard algorithms, which can only
be applied to small datasets. Due to this reason, some authors opted by a non-optimum
heuristic approach [5,6,24,25].

Information loss is measured in these methods according to a metric. On the one
hand, we can find distributional metrics such as the Discernibility Metric (DM) [22], that
evaluate the distribution of m records (corresponding to m individuals) into ¢ groups
of identical values. However, metrics based on data distribution do not capture how
semantically similar the anonymised set is with respect to the original data. Thus, other
authors [1,21,25] measured the information loss as a function of the level of generalization
applied during the masking process. Some authors [1,21] quantify this loss as the number
of taxonomic links needed to go from the original value to its generalization. The higher
the generalization, the more abstract the masked dataset will be, resulting in a higher loss
of semantic content. This measure provides more accurate assessments of the differences
between the semantic content of the original and masked dataset [26].

It is important to note that, in addition to the quality metric, the design of the VGH
used to assist the masking process has a direct influence in the information loss and their
utility from a semantic point of view. One may construct a VGH that progressively
propose fine grained generalizations for attribute labels (e.g., sailing — water sport —
sport — activity). In this case, each generalization produces a lower loss of semantics than
coarser taxonomical structures (e.g., sailing — activity). The disclosure risk in detailed
VGHs, however, may increase because the generalizations are less abstract and can be
more easily linked with the original labels. So, there is a trade-off between information
loss and disclosure risk: when one decreases, the other tend to increase. Finding the
equilibrium is a difficult task that should be carefully considered.

3. Enabling Semantically-grounded Record Linkage. A record linkage method,
especially when tailored for a specific masking method, can be seen as a reverse engineering
process, in which an intruder tries to guess and undo the data transformations performed
during the anonymisation process. In the case of masking methods dealing with textual
data discussed above, two elements influence how the anonymisation is performed: the
underlying knowledge structure used to propose generalizations, and the quality criteria
used to decide the one that minimizes the information loss. Obviously, both elements
are variables that remain hidden to the intruder. In consequence, the RL method should
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either guess them from input data or substitute them by other elements that are general
enough to be applicable even when the masking criteria vary.

Generalization methods use ad-hoc taxonomical structures constructed according to in-
put attribute labels to propose value generalizations. To undo generalizations, an accurate
RL requires a similar knowledge base. Considering that the design and structure of the
VGH depends on the way in which the anonymizer structured the knowledge, it is neither
feasible nor scalable to guess the VGH. Instead, we use available knowledge structures
that aim to be general enough to cover most of the concepts that may appear in a domain:
ontologies. Ontologies are formal and machine-readable structures, representing a shared
conceptualization of a knowledge domain, expressed by means of semantic relationships.
They have been successfully applied in many areas dealing with textual resources [27]
and knowledge management [28]. Ontologies present several advantages compared with
VGHs. Widely used ontologies provide a taxonomical structure much larger and finer
grained than VGHs, being created from the consensus of a community of knowledge ex-
perts. They represent knowledge in an objective, coherent and detailed manner. This
contrasts with the ad-hoc, overspecified and coarse nature of VGHs which can be hardly
assessed.

With such ontologies, attribute values (i.e., words) presented in input datasets can be
mapped to ontological nodes (i.e., concepts) via simple word-concept label matching. In
this manner, the hierarchical tree to which each textual value belongs can be explored to
retrieve possible generalizations and/or specializations that can assist the RL process.

From a domain independent point of view, one can use a general ontology like WordNet.
WordNet [29] is a freely available lexical database that describes and organizes more than
100,000 general concepts, which are semantically structured in an ontological way. The
result is a network of meaningfully related words, where the graph model can be analyzed
to interpret a concept’s semantics. Hypernymy is by far the most common relation,
representing over 80% of all the modeled semantic links.

Once we have selected the knowledge source in which the RL will rely, it is necessary to
define a criterion to match records between the masked and original datasets. Distance-
based RL methods define a measure by means of which the closest records are matched.
This measure should be as similar as possible to the quality metric used to anonymise
data. In the case of generalization methods, one can assume that the anonymizer has
selected the generalization that minimizes the information loss. From a semantic point
of view, information loss is a function of the difference between the degree of generality
of the original and masked values. So it can be seen as a measure of semantic alikeness.
On the contrary to related works [4,8,9,30] focused on numerical and ordinal data, which
evaluate textual values in a categorical way, we rely on the semantic similarity [31] to
properly compute the semantic distance between textual labels and guide the RL process.
Semantic similarity estimates the taxonomical resemblance of terms based on the evidence
extracted from one or several knowledge sources. In the literature, several approaches can
be identified. We focus on semantic similarity measures that only rely on ontologies
and, more concretely, taxonomical knowledge. Ontologies are seen as a directed graph in
which taxonomic interrelations are modeled as links between concepts, and their semantic
distance can be estimated by counting the number of edges separating them. Several
edge-counting approaches have been developed [31-33]. They are characterized by being
easily applicable and highly efficient, lacking the constraints and dependencies on external
resources that other semantic similarity paradigms present [34].

The simplest way to estimate the semantic distance (i.e., the inverse to similarity)
between two ontological nodes (¢; and ¢3) is to calculate the shortest Path Length (i.e.,
the minimum number of taxonomical links) connecting these elements, see definition (1)
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[31].
distancepath_iengtn (1, c2) = min # of is-a edges connecting ¢, and co (1)
However, this measure omits the fact that equally distant concept pairs belonging to an
upper level of the taxonomy should be considered as less similar than those belonging to
a lower level because they present different degrees of generality. Based on this premise,
Wu and Palmer’s measure [33] also takes into account the depth of the concepts (2).

o B 2 X N3
similarity,gp(ci, c2) = Ny + Ny +2 x N <2)
1 2 3

where N; and Ny are the number of is-a links from ¢; and cq, respectively, to their Least
Common Subsumer (LCS), and N3 is the number of is-a links from the LCS to the root
node.

In [34] it is proposed a new measure that aims to improve edge-counting measures by
evaluating additional taxonomic knowledge modeled in ontologies. Instead on basing the
assessment only on the length of the minimum path, authors evaluate, in a non-linear way,
the number of non-common subsumers between the compared concepts as an indication
of distance. This value is normalized by the set of subsumers of both concepts (3).

| T(e1) UT ()] = [T(er) NT(co)| )
T(e1) UT(c2)]

where T'(¢;) is the set of taxonomic subsumers of the concept ¢;, including itself.

sim(cy,c2) = — log, (1 + (3)

4. A New RL Method for Value Generalization Masking Schemas. In this sec-
tion, we propose a new record linkage method for textual attributes relying on a semantic
interpretation of the values. The method, named Semantic Record Linkage (SRL), is de-
signed for dealing with anonymization schemas based on value generalizations, which are
the most common when dealing with textual data.

4.1. Semantic record linkage. Starting from a dataset in which each record corre-
sponds to an individual, let us consider the typical anonymisation scenario used in works
like [10,17] consisting on: i) identifier attributes (e.g., ID-card numbers) have been re-
moved from the dataset, ii) if an attribute is considered confidential (e.g., salary) then it is
not modified, and iii) the anonymisation is applied to quasi-identifier non-confidential at-
tributes (e.g., job, city-of-living, personal preferences). The resulting dataset D consists on
m records, each of them composed by n quasi-identifier non-confidential attributes and ¢
confidential attributes. Let us have that D* is the publishable and, therefore, anonymised
version of D, containing mrecords with n anonymised quasi-identifier non-confidential at-
tributes and the initial ¢ confidential attributes. Let us consider that an intruder gathers
information about the set of individuals in D, and builds a dataset E that contain the
same n non-confidential quasi-identifiers that appear in D, together with some identifier
attributes. Assuming that some (or all) of the records in F correspond to individuals that
are also in D, the intruder can access confidential data (e.g., salary) if he is able to link a
record rf € E with the anonymised (and published) record r{* € D4, so that rZ and r#
correspond to the same individual, disclosing his identity. This can be achieved by using
the common non-confidential attributes in F and D4; that is £ N D4. The amount of
correct record linkages evaluates the disclosure risk of the privacy-preserving method.
According to this scenario, the proposed Semantic Record Linkage method (SRL) can
be applied to the set of quasi-identifier non-confidential attributes if they consist on tex-
tual values. As stated in Section 3, the method relies on ontologies to assess the semantic
similarity between textual values. The linkage is done calculating the maximum simi-
larity between the values that the intruder knows (i.e., the textual attributes in F) and



EVALUATION OF THE DISCLOSURE RISK OF MASKING METHODS 4875

the anonymised attributes published (i.e., the textual attributes in D# obtained by a
generalization process from the original values in D). The linkage method is formalized
as follows.

Let us have that D is composed by m records, r; = (751,..., i), D# consist on the
same number of anonymised records, rit = (rﬁ, e ,7’;?1), and E, owned by the intruder,
E _ (,.E E A E
has some records r;’ = (rkl, o ,rkn), where r;; and r;; and r;; are textual values.

Definition 4.1. The set of linked records (L) with respect to each r¥ is:

Ly - {z
k

The intruder searches for the least distant record to rZ in D4. Because the result may
be non-unique (i.e., equally similar records), we obtain a set of linked records L.

The SRL method relies on the measurement of the semantic similarity between the
textual values that appear in each record in order to estimate their alikeness. Considering
that a generalization-based masking method tries to minimize the information loss by
suggesting the closest subsumer that satisfies the k-anonymity (see Section 2), our SRL
method hypotheses that the semantically closest record in D for an anonymised one ri* €
D4 should be r; (i.e., the original version of 7). The record similarity is then computed
as follows.

= argmax (record,similarity (rkE, 7’;4)) } (4)

Vi=1,...,m,r{f€ DA

Definition 4.2. The similarity between two records r; and 1y is defined as the arithmetic
average of the semantic similarity between each of their attribute values:

n
> sem_simo (145, Tk;)
=1

record_similaritysgy, (15, 7%) =

- (5)

where the function sem_simgo corresponds to any of the semantic similarity measures
presented in Section 3. O is the ontology used to calculate the similarity between r;; and
Tkj-

4.2. Evaluation of disclosure risk based on semantic record linkage. The dis-
closure risk (DR) of a privacy-preserving method can be measured as the difficulty in
finding correct linkages between original and masked datasets. This is done by counting
the amount of correct linkages that the intruder is able to perform between E and DA.
DR is evaluated for the worst possible case, assuming that E contains all the m records of
D# and all the n non-confidential quasi-identifier attributes [8]. DR is calculated as the
percentage of the average probability of linking each record r¥ in D4 denoted as ppa(rf),
as follows.

Definition 4.3. The Disclosure Risk (DR) is computed as:

5" poalrE)

DR = ’“ZlT . 100 (6)

where ppa(rF) is measured as follows.
Definition 4.4. Being L C D the set of records with mazimum similarity with respect

to each record rf, and assuming that ri in D4 and rE correspond to the same individual,
the probability of making a correct linkage is calculated as:

0 ifrte¢lL
poat) =4 15 @
k

L]
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5. Evaluation. In this section, we test the behavior of our SRL method in the evaluation
of the disclosure risk of generalization schemas dealing with textual data, comparing it to
a non-semantic approach relying on the matching of textual labels (as previous works).

5.1. Evaluation data. The dataset used for evaluation consists on a set of real answers
to polls made by the Observatori de la Fundacio d’Estudis Turistics Costa Daurada at
the Delta de I’Ebre National Park. Visitors were asked to respond to several questions
(see an extract in Table 1). The dataset comprises 975 individual records.

TABLE 1. Extract of sample microdata used for evaluation

Age Gender Visit (days) Companion Country  Reason  Activities
23 M 1 2 Spain nature fishing
26 M 3 1 Spain landscape sports
45 F 3 2 Belgium sports bicycling
56 M 1 0 France  nature culture
26 F 5 3 France fishing nature
45 F 1 1 Spain relaxation culture
30 M 2 0 Holland holidays  visit

The two textual attributes available in the dataset (two last columns in Table 1) have
been considered as non-confidential quasi-identifiers, so they will be anonymised and used
to perform the record linkage afterwards. Considering these two attributes, we obtain
211 different response combinations, 118 of which were unique (i.e., identifying a single
person). Figure 1 shows the equivalence class structure defined by the values of these two
attributes.

120 118
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80
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40

Number of records

20 10

323232112111111111

NN T N0 A MmN O N WO N
N o o o o H NN ST WY

115

Number of repetitions

FiGURE 1. Attribute distribution according to answer repetitions

5.2. Masking method. To evaluate the SRL method, we have implemented a gener-
alization algorithm that aims to depict the methods discussed in Section 2. Due to the
size of the data used during the evaluation, we opted by a non-exhaustive method based
on a best-first search strategy (similar to [5,6,24,25]). To reproduce the best scenario
from the data utility point of view, we used a quality measure that quantifies the number
of generalization steps performed at each transformation (like in [1,21], as discussed in
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Section 2). Tt is important to note that, on the contrary to simpler approaches [1,21-23],
the search space of the implemented algorithm is not constrained, and each value can be
changed by any of the concepts that generalize it. This configures a more realistic but
also challenging scenario.

Reason

Random
Principles

Environment
Chance Visit

Recommendation

Beach Nature Business
Landscape Ecol
Clime Flora cology \
Education Extinction Loyalty
Hobbies Preferences

Tranquility
Walking
Sports Culture
Fishing Photography
Gastronomy

Sightseeing
Family Holidays Relaxation

Bicycling

Fi1GURE 2. VGH2, modeling up to two levels of generalization per label

Reason
Recreation
Environment
Activity
Opportunity ViSi%Gastronomy
Clime Scenery . Sightseeing
Chance Business Acfion Photography
Recommendation
Beach La"dscapsvorl ; Walking Fishing
/v Sports  Bicycling
Extinction \ Nature Pericd
Flora Knowledge N

Leisure Rest

Cultureﬂducation 4 h B
Ecology Loyalty Family Tranquility
Holidays Relaxation

Ficure 3. VGH3, modeling up to three levels of generalization per label

Both the best-first search algorithm and the quality measure rely on a hierarchical
structure that defines the possible generalizations for each value found in the dataset.
In the same manner as the methods described in Section 2, we have constructed ad-
hoc VGHs. For this dataset, 25 distinct terms appear in the two attributes considered.
In consequence, 25 leaves taxonomically connected through generalization concepts are
contained in the VGH. To evaluate the influence of the VGH design, we have constructed
two different VGHs. The first one (Figure 2, denoted as VGH2), incorporates up to two
levels of generalization. The second on (Figure 3, named VGH3) models a finer grain
classification.
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5.3. Evaluation of RL. The results obtained from the anonymiszation have been eval-
uated by means of our SRL method, using WordNet (version 2) as ontology and the
semantic similarity measures introduced in Section 3 as the criteria to propose linkages.
To test the adequacy of the SRL we have compared it against a non-semantic implementa-
tion of RL (named Matching-based Record Linkage, MRL). The MRL method represents
the expected behavior of record linkage without background knowledge and dealing with
textual data in a categorical fashion, like in [4,8,9,30]. In this case, to build the set of
linked records L (as in Equation (4)), the record similarity can only be based on the
terminological matching of textual labels. It searches for records with exactly the same
values in F and D4 and assigns them a maximum similarity value. Formally, the record
similarity is:

record_similarityyrr, (15, 7%) = { (1) i :Z ; Z:Z (8)
5.4. Results. The first study regards to the results obtained when using different se-
mantic similarity measures (Section 3) in comparison to a non-semantic approach (MRL).
Figure 4 shows the evaluation of the disclosure risk (Definition 4.3) of the generalization
method for k-anonymity values from 2 to 20. For the SRL method, the three semantic
similarity measures introduced in Section 3 have been used. On the left, it is shown the
percentage of correct record linkages obtained with a dataset masked using VGH2 while
on the right the results when using a more detailed knowledge structure, VGH3 are given.

Several conclusions can be extracted. First, the proposed SRL method is able to im-
prove the amount of correct linkages proposed by the non-semantic approach (MRL).
The differences are more evident for values of k from 4 to 8, because larger k-anonymity
levels imply a higher loss of information. In this interval, the amount of correct linkages
obtained with SRL almost double those achieved by the MRL approach. Moreover, the
decreasing of the number of linkages as the k-value increases is coherent to that what it
is represented in the distribution of the dataset shown in Figure 1 (most of the records
have a number of repetitions between 1 and 5). This explains the abrupt decrease in the
number of linkages for same range of k-values. It is interesting to note that, regardless
the k-value, the SRL method will always outperform the MRL counterpart. In fact, for
k-values higher than the number of maximum repetitions of any record (118 in our case,
as shown in Figure 1), the number of linkages obtained by the MRL method will be zero,
due to all the labels in the masked dataset will be generalized. The SRL method, on
the contrary, will always propose record linkages with a probability of correct linkage
depending on the number of total records.

Regarding the SRL method, the differences when using each semantic similarity measure
are minor, even though the approach by Wu and Palmer [33] and Batet et al. [34] provided
a slightly higher amount of linkages. This is coherent to what was evaluated in [34], in
which former measures improved the similarity assessment accuracy of path-based ones
by a considerable margin, when compared with human ratings of term similarity. In our
case, semantic similarity measures are only used to rank pairs of terms and select the
most similar ones. Results in [34] showed that, even though the similarity assessment of
each measure may be different, the relative order of the resulting raking is quite similar.
Consequently, the selection of the semantic similarity function does not have a noticeable
effect in the results.

Analyzing the differences in the disclosure risk when using VGH2 or VGH3 more correct
record linkages are obtained when using the most detailed knowledge structure. Figure 5
shows the increment (in percentage) of correct linkages of the SRL method with respect to
the basic MRL in both cases. We quantify among a 10-25% improvement in the amount
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FIGURE 5. Increment in the amount of correct linkages of SRL (using Batet
et al. as similarity measure) with respect to the MRL, masking data ac-

cording to VGH2 and VGH3

of record linkages when using the SRL method applied to the dataset masked according
to VGH3. It is worth to note that when using a more detailed knowledge base to guide
the anonymisation process (VGH3), the masked values are more similar to the original
ones, due to the lower level of abstraction introduced by the generalization process. In
consequence, a RL method that is able to evaluate this semantic difference reveals a higher
disclosure risk. On the contrary, a non-semantic RL approach obtains similar disclosure
risk because, in both cases (VGH2 and 3), the original labels have been changed.
Finally, we can see that the difference in percentage between the SRL for both VGH2
and VGH3 (with respect to MRL) is maintained in the range 10-25% along k values,
stating that this difference is independent of the level of privacy. The relative difference
between SRL and MRL, on the contrary, increases significantly as does the k-value. One
may conclude that, from the point of view of minimizing the risk of disclosure, one should
use simpler hierarchies of concepts (with few levels of generalization), due to the higher
level of abstraction of the values. However, as stated in the introduction, anonymisation
methods should also maximize the utility of data, minimizing the information loss. To
quantify the information loss when using knowledge structures with different levels of
detail, we measured how semantically similar the masked records are with respect to the



4880 S. MARTINEZ, D. SANCHEZ AND A. VALLS

original ones. The information loss of D4 with respect to D has been computed as follows:

> record_simlarity (r;, r{)
information_lossp (D) = =1 9)
m

where record_similarity has been computed as defined in Equation (5), following a similar
criteria as the one used to guide the anonymisation process.

Again, WordNet has been used as ontology, enabling an objective comparison of the
semantic differences when using each VGH. Figure 6 shows the evolution of information
loss for each VGH, according to the k-anonymity level.
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FIGURE 6. Information loss according to the type of VGH used during the
anonymisation

On one hand, we observe a higher information loss when a simpler VGH is used. Hi-
erarchies with fewer nodes produce more abstract masked values as a result of each gen-
eralization step. When compared with a detailed ontology like WordNet, the semantic
distance of the masked data is higher. In consequence, data utility will decrease because
it is related to the preservation of the semantics of textual values [26]. It is also worth
noting that even though using a detailed knowledge base to guide the anonymisation pro-
cess is desirable from the data utility point of view, the fact that larger and finer grain
generalizations are available also increases the search space of possible value transforma-
tions. Due to the algorithmic design of generalization methods, the use of a source as
large as WordNet is not feasible. The search space of possible generalizations for each
value would be so high that even methods based on heuristic searches will not scale with
large amounts of data [5,6].

On the other hand, we notice a linear trend in the increasing of information loss ac-
cording to the level of k-anonymity. Figures 5 and 6 show that the use of more detailed
knowledge structures (such as VGH3) decreases information loss. Notice that the results
obtained show an opposite trend with respect to the ones obtained when evaluating the
disclosure risk (Figure 4). This indicates that there is a trade-off between the preservation
of data utility and the disclosure risk. The differences in the curve shapes (almost linear
for information loss vs. inverted log for disclosure risk) suggest that it is not convenient
to protect data with high k-anonymity values, because the consequent loss in data utility
will be comparatively higher than the decrease in the disclosure risk.

6. Conclusions. As stated in [10] tailored record linkage methods are convenient to re-
flect the feasible degree of data re-identification. The work presented is a step forward
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in this area, proposing a new record linkage method based on semantic similarity theory
and using ontologies to evaluate masking methods based on generalizing textual values.
Evaluation results show the convenience of using semantically-grounded RL methods com-
pared to non-semantic algorithms. The tests have also gone a step further, evaluating the
influence of the knowledge bases both in the information loss and in the disclosure risk.

The importance of textual data analysis have grown in recent years, being framed in
many contexts such as the Web (e.g., query log analysis), digital library structuring (e.g.,
document classification) or user profile management (e.g., recommender systems). The
work presented in this paper opens a new line of research both in the development of
more suitable RL methods and in the definition of more robust anonymisation schemas
focused on ensuring the privacy of textual data used for analysis.

As future research, some points can be devised. First, the use of several ontologies
to assist the record linkage process could bring benefits thanks to the exploitation of
additional knowledge. Second, linguistic techniques like morpho-syntactic analyses and
part-of-speech tagging can be applied to extend the SRL approach not only to simple
textual answers (i.e., words or noun phrases) but also to free textual answers consisting
on complex sentences. This will permit using this kind of methods in a wider range
of applications, such as private information retrieval from Web search Engines or the
anonymization of free text clinical outcomes.
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