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ABSTRACT. There are several digital watermarking metrics proposed by researchers.
These metrics can determine the robustness and the imperceptibility of watermarking
schemes discretely. Here, there is a lack of an effective strategy to evaluate the balanced
trade-off between these requirements. Meanwhile, it is hardly possible to determine crisp
thresholds to limit the acceptable and unacceptable boundaries for robustness and imper-
ceptibility. Hence, it is difficult to obtain an accurate mathematical model in order to
evaluate the degree of trade-off between watermarking requirements. Thus, it is most
advantageous to adopt the fuzzy-based model to fulfill this need. This paper develops a
fuzzy inference system (FIS) effectively for exploring the performance trade-off among
watermarking performance requirements. We implemented this technique to evaluate
EISB (Enhanced Intermediate Significant Bit) watermarking scheme. We also focused
on different intensities of Reset Removal Attack which were less considered before, by
other researchers. Two main contributions of this paper are the performance fuzzy model
itself, and the performance analysis of this model which was carried out and confirmed
by results via simulation.

Keywords: Watermarking, Performance measurement, Fuzzy, ISB, EISB, Trade-off,
Robustness, Imperceptibility

1. Introduction. Free access multimedia communication through the Internet provides
opportunities for piracy of digital multimedia intellectual properties. Therefore, the com-
mercial demand for digital watermarking has been increasing. In order to meet this
demand, since the last decade, researchers have been challenged with the introduction of
many digital watermarking techniques, and in the coming decades, the challenge for more
advanced techniques will be more intense.

A digital watermark is an ownership identification message in the form of a pattern
of bits which is embedded into digital media during the embedding process. This water-
mark can be extracted through the extracting procedure in order to identify the ownership
of the multimedia object. Unfortunately, the embedding process normally degrades the
image quality. Thus, the visible imperceptibility (quality) of a watermarking algorithm
should be seriously given attention. Moreover, the watermarking algorithm must be ro-
bust and able to resist against intentional and unintentional attacks [1,7,32]. Otherwise,
embedded owner information hidden in the watermarked multimedia content can easily
be detected and destroyed or replaced by malicious users or some software tools inten-
tionally or unintentionally. Furthermore, a high-embedding capacity is always considered
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in watermarking schemes. Consequently, these three basic requirements namely, the im-
perceptibility, the robustness and the capacity have to be fulfilled in order to satisfy the
performance of any digital watermarking scheme. For this reason, researchers have applied
several performance metrics, for example in [1,4,9,10,14,25,26,28-30,35,37,42], in order to
evaluate to what extent the watermarking scheme satisfies above requirements. However,
there is a trade-off among these requirements [22,45,47].

According to the authors’ recent research in [38], this trade-off can be measured and
represented based on degrees. However, not all of the watermarking metrics gave substan-
tial discretion to determine degree of the trade-off among these requirements because it is
hardly possible to determine crisp margins for mentioned requirements to define the levels
of acceptability and unacceptability. On the other hand, both the density distribution in
a host image and the watermarking attack mechanisms are often nonlinear or unknown.
Hence, it is difficult to construct an accurate mathematical model with the purpose of
evaluating the degree of the balanced trade-off among the mentioned requirements.

Meanwhile, a convenient configuration of a watermarking scheme can result in a bal-
anced trade-off among these requirements. However, prior to achieving this goal, there
must be a technique used to assess the trade-off among these requirements in any water-
marking scheme. Unfortunately, no effective strategy has been reported so far.

To fulfill above needs, this paper proposes a fuzzy inference system (FIS) to estimate
both the qualitative and the quantitative measures of this trade-off. This FIS can provide
a method to choose the optimal configuration of a known watermarking algorithm which
balances a trade-off among robustness, quality and capacity requirements.

Fuzzy inference can be defined as the procedure of formulating the mapping from a set
of input data to a set of output data based on fuzzy logic. In general, an FIS modeling is
described by establishing IF THEN rules using experimental data. An FIS comprises of
fuzzy sets and fuzzy operations. A fuzzy set A in a universe discourse S is described by a
membership function p (s) which associates each element (s) in S with a real number in
the interval I such that I € [0, 1]. Fuzzy inference process comprises of five main parts:

e Fuzzification of the input variables

e Application of the fuzzy operator in the antecedent
e Implication from the antecedent to the consequent
e Aggregation of the consequents across the rules

e Defuzzification

In order to evaluate the proposed FIS, we used Matlab R2010 fuzzy logic toolbox
environment. We obtained the test results on bit-plane algorithms using Ms Excel 2010
and Matlab R2010. By providing a balanced trade-off among robustness, imperceptibility
and capacity, the experiments revealed that the 3rd and 4th bit-plane ISB algorithms
were the most superior of all ISB watermarking algorithms.

2. Problem Statement. Researchers have employed several metrics [1,2,4,5,9,10,25,26,
33,34,36,44] to evaluate the performance of watermarking requirements including quality
(imperceptibility), robustness and capacity. However, these requirements always conflict
one another [2-4,30]. Most researchers implicitly or explicitly emphasize that there is
a trade-off among these requirements, for example in [4,8,22,23,30,35,43,49]. Although
they emphasized about the existence of this trade-off and attempted to propose a new
algorithm to fulfill the optimal situation, they failed to measure this trade-off by means
of an exact method. The authors in [38] introduced a threshold-based method to eval-
uate this trade-off. They, for the first time, stated the performance trade-off regarding
watermarking schemes with a degree ranging from 0 to 1. Although the threshold-based
method is the first technique to measure this performance trade-off, it is not accurate



A NEW FUZZY PERFORMANCE MODELING FOR EVALUATING THE TRADE-OFF 5069

enough because many of the watermarking performance factors have uncertain and im-
precise values. Therefore, determining an optimal threshold value is extremely difficult.
For example, coupling a strict threshold value with an imperceptibility metric, such as
PSNR (Peak Signal to Noise), with the purpose of evaluating the visible imperceptibility
of a watermarked image, cannot be accurate because there are no precise boundaries for
this requirement. In other words, evaluating the watermarking performance requirements
and measuring the trade-off among them are not a matter of denial or affirmation, but
rather a matter of degree. Consequently, new approaches should emerge to evaluate the
trade-off among quality, robustness and capacity in order to evaluate the performance of
any watermarking scheme. Now the question is: Is it possible to propose a method to mea-
sure the balanced trade-off reasonably among imperceptibility, robustness and embedding
capacity in watermarking techniques?

3. Proposed Scheme. As mentioned earlier, in any digital watermarking scheme, sev-
eral metrics are used in order to measure the performance of a watermarking scheme.
Imperceptibility, robustness and embedding capacity are the most important watermark-
ing performance requirements. Unfortunately, the mentioned requirements are often in
a trade-off. Meanwhile, a convenient configuration can bring about a balanced situa-
tion among them but before achieving this goal, there must be a method to measure the
trade-off among these requirements in any watermarking scheme.

In this section we proposed a three-input two-rule fuzzy model to measure this trade-off.
In this study to simplify the analysis procedures, we proposed a straightforward image
strip as a host image and a semi text-based watermark pattern as the owner identification
information. In addition, in order to select a bit-plane algorithm which provides a bal-
anced trade-off among robustness, imperceptibility and capacity, five bit-plane algorithms
were evaluated based on the proposed method.

The novelty of the proposed approach is in twofold. Firstly, this approach introduced
a fuzzy model to assess the trade-off among robustness and imperceptibility requirements
in a watermarking scheme. In the proposed approach, imperceptibility before attack,
robustness and perceptibility after attack were considered as fuzzy sets as it is hardly
possible to define crisp margins when the density distribution regarding the watermarking
attack as well as the target host image is often nonlinear, complex or unknown. Secondly,
an experimental technique utilizing the proposed fuzzy model was proposed to estimate
degree of the performance balanced trade-off in spatial domain watermarking algorithms.

3.1. Methodology. Watermarking performance metrics are greatly affected by several
uncertain factors such as host image data distribution, watermark information, method of
watermarking and attack mechanisms. Furthermore, the definition of acceptable bound-
aries for these metrics cannot be precise because they are fuzzy quantities. In this section,
we propose a fuzzy measurement model with the aim of measuring the trade-off among the
performance requirements. Figure 1 graphically shows the proposed fuzzy performance
model. This figure shows the input and output variables, and also the two rules of the
proposed model.

3.2. Proposed fuzzy performance model. In this section we proposed an FIS to
evaluate degree of the performance balanced trade-off among watermarking performance

requirements. All the input and output variables in the proposed FIS are fuzzy sets so
we used the Mamdani Fuzzy Rule Based (MFRB) method as shown in Table 1.
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Robustness ——»

Perceptibility after Attack —

Rulel Degree of

Imperceptibility before Attack—— | Performance
Rule2 Balanced
Trade-off

FIGURE 1. Proposed fuzzy-based measurement model to measure degree
of the balanced trade-off among watermarking performance requirements

TABLE 1. The characteristics of the proposed FIS

Name of Characteristics

Type of Characteristics

Input/Output Variables
Type of the Rule-base
Number of the rules
Type of MFs in antecedent
Type of MFs in consequent

B, R, A, T, PBT
Mamdani
2
Zimmermann Straight Line
Zimmermann Straight Line

“And” method (A) Min
“OR” method (V) Max
Implication method AND
Aggregation method OR

Defuzzification method

MOM (Mean Of Maximum)

3.2.1. Fuzzification of the input variables. In the proposed model, visible imperceptibility
of the host image before attack after watermarking (B), visible perceptibility of the host
image after attack (A) and robustness after attack (R) have been considered as three
fuzzy input variables. The fuzzy set T which is the output variable, is the degree of the
trade-off among watermarking performance requirements.

We adapted Zimmermann’s straight-line shaped membership function [40] to repre-
sent these variables, because firstly, the straight line shaped membership function is the
primary strategy to construct the fuzzy membership functions and secondly, the fuzzy
numbers B, R, A, T can be adapted to this shape. The following propositions represent
the degree of the membership of any element of both input vectors (B, A, R) and output
vector (T).

Proposition 3.1. Let B denote fuzzy set of visible imperceptibility of the host image before
attack after watermarking such that B = {(b, ug(b)) |b € [a, B], np(b) € I} where pup (b)
s considered as a straight line. The values of o and B will be obtained in Section 3.2.5.

Proposition 3.2. Let A denote fuzzy set of visible perceptibility of the host image after
attack such that A = {(a, pa(a))|a € [, B], pa(a) € I} where p14 (a) is considered as a
straight line. The values of a and [ will be obtained in Section 3.2.5.

Proposition 3.3. Let I € [0,1] denote the universe of a discourse and R denote fuzzy
sets of robustness after attack such that R = {(r, ur (r)) |r, ur(r) € I} where pg(r) is
considered as a straight line.

Proposition 3.4. Let I € [0, 1] denote the universe of a discourse and T denote fuzzy set
regarding degree of watermarking performance trade-off such that T = {(z, pr(2))|z, pr(2)
€ I} where pr (2) is considered as a straight line.

3.2.2. Application of the fuzzy operators. Let us consider the preliminary definitions of
fuzzy ‘AND’ and ‘OR’ operators in Definitions 3.1 and 3.2.
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Definition 3.1. Let P and Q represent two fuzzy sets, and, up (x) and pg (x) indicate
their membership functions respectively. Now let fuzzy logical connective ‘AND’ be defined

as: pp (€) A pg (2) = ppng (¢) = min {up (2), pg (2)}-

Definition 3.2. Let P and Q represent two fuzzy sets, and, up (x) and pg (x) indicate
their membership functions respectively. Now let fuzzy logical connective ‘OR’ be defined

as: pup (2) V pig (z) = ppug () = max {pp (2) , g (x)).

3.2.3. Implication and aggregation. Here, we proposed Rule 1, R1, and Rule 2, R2, based
on the MFRB method, and OR function for aggregation.

R1: If [b, is Imperceptible] A [ry is Strong] Then [z; is Balance] (1)
R2: If [b is Imperceptible] A [a; is Perceptible] Then [z, is Balance] (2)

3.2.4. Defuzzification. This stage transformed the final integrated fuzzy set to a crisp
value as the degree of performance balanced trade-off or PBT in short. For the defuzzifi-
cation strategy, in order to calculate the PBT, we used the MOM (Mean Of Maximum)
method (Equation (3)). This method has been widely used in defuzzification strategy.
This method calculates the average of the maximizing z i.e. 2/, in which the membership
function approaches a maximum p i.e. p*, so 2/ = {z|u(z) = pu*}.

[, zdz
fz’ dz

3.2.5. Membership functions. As mentioned earlier, in fuzzy modeling, researchers mainly
utilize linear membership functions which are conceptually straightforward, low in com-
plexity and obvious in interpretation [39]. Therefore, these membership functions are
used in many applications. Zimmermann [40] and later on, Sakawa [41] proposed a sim-
ple and practical linear membership function. In this paper, the Zimmermann’s linear
membership function plays a key role to represent the characteristics of input and output
fuzzy variables. Zimmermann’s membership function is shown in Equation (4).

PBT =

(3)

1 for T <
p(r) =4 1—55% for a<z;<a+f (4)
0 for z;>=a+p

where p(z;) denotes the membership function, z; € [a, ] represents the ith element of
the universe of discourse X. Then the fuzzy set A can be represented as bellow (Equation

(5))-
A = {(&i, p(ws) |z € X}) (5)
With the purpose of evaluating the robustness (R), in spite of the fact that the NCC
(Normalized Cross Correlation) metric is generally used by many researchers [10-14] to
measure the degree of similarity between the extracted watermark and the original one,
we chose this metric because it is computed in spatial domain [24] (the domain which
we used in our testing platform). This metric provides a quantitative estimation for the

watermark quality after extraction (W) with reference to the original watermark (17”).
The NCC is given in Equation (6).

Zx Zy (Wmay X Wé,y) (6)
>0y (Way)’

According to M. Xuan and J. Jiang [14], if the NCC value is greater than 0.6, a wa-
termarking algorithm can be considered robust. If the NCC is about 0.75 it is considered
robust by other researchers [19-21]. According to the authors work in [38], if the NCC is

NCC =
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greater than or equal to 0.7 it is considered as robust. In actual fact, the value about 1.0
is the desirable value for the NCC. Hence, we considered NCC' € [0, 1]. Here, we adapted
Equation (4) as the membership function regarding fuzzy set R, ug(r), with a growing
slope. This can be represented as Equation (7),

0 for r<do

pr(r) = ’73,0" for o/ <r <o +p (7)

1 for r=ad+p

where r € [o/, ']
As the NCC € [0,1] then

pr(r)y=r for rel0,1] (8)

To mathematically represent the quality of the watermarked image after the embedding
process, i.e., the difference between the original image (I) and the watermarked image
(K), researchers [9,10,17,20,27-30] have widely used the PSNR measure which is the
simplest and still the most practical metric. This measure is given in Equation (9),

MAX?
MSE ) (%)

where M AX7 is the maximum pixel value of I and MSFE is the mean square error as is
given in Equation (10),

PSNR =10 x logy, <

m—1n—1

MSE = S Iy - Kyy)? (10)

mXn “ ;
=0 j=0

where [;; is the value of the pixel (i,j) of the host image, and K;; is the pixel (4, )
value of the watermarked image. As the host image was an 8-bit grayscale image, so
MAX; =28 — 1 = 255.

Here, the imperceptibility metric is considered for both before attack and after attack
situations. Despite the fact that the PSNR is an imperceptibility metric, there is no
standard value for the measurement. However, some researchers suggested 34 dB (decibel)
[15,16], while others proposed 30 dB [10,17,18,38]. In this study we considered the range
the PSNR between 0 and 50 (i.e., « = 0 and 8 = 50) so a,b € [0, 50].

Adapting Equation (4), the membership function regarding fuzzy set B, up (b), with a
growing slope can be represented as Equation (11),

0 for b<a«
pp (b) = (’_TO‘ for a<b<a+p (11)
1 for b=a+p

where b € [a, (].
Then

pp (b) =5 for bel0,50] (12)

Again, adapting Equation (4), the membership function regarding fuzzy set A, u4 (a),
maintaining a negative slope can be represented as Equation (13),

1 for a< o
pafa)=¢ 1—95% for a<a<a+f (13)
0 for a=a+p

where a € [a, f].
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Then

pa(a) =1—g for a€0,50] (14)

Once again, adapting Equation (4), the membership function regarding fuzzy set T,
pr (z), with a growing slope can be represented as Equation (15),
0 for z <o
[ (Z) _ z=a" for o <2<+ 3" (15)
1 for 2o+ "

where z € [, 3"].
The authors in [38] found that the watermarking performance balanced trade-off can
be stated based on degrees between 0 and 1. Hence,

pr(z) =z for z€[0,1] (16)

Furthermore, usage capacity (C') is always considered in watermarking schemes and
of course more capacity is always more desirable. Equation (17) shows the maximum
embedding capacity, Cyrqz, wWhile m bit per byte is used to embed the watermark data
within m bit-planes of an n-bit gray-scale host image in a spatial domain watermarking
scheme.

m  SizeOfHostImage
Crraz = — X — 17
M n  SizeO fWatermark (17)
For an 8-bit gray-scale image when one bit-plane is used for watermark embedding, the

. . . SizeO f HostImage
embedding capacity must be considered less than or equal to the value of ;2525 Fivatermark:

In addition, we considered the range between 0 and 1 for the embedding capacity. We
mapped this range to the range of 0 to 10. Therefore, the universe of discourse is C' €

[0, 10].

3.3. Proposed prerequisites and experimental settings. Pseudorandom bits em-
bedding watermarks have been used by many researchers [48-51]. However, as text water-
marks normally are comprised of name of owner, address, etc., so only capital letters and
ten digits plus space character are adequate to make an ownership proof statement. Thus,
we proposed a semi-text based statement which was approximated by the ASCII binary
codes of 26 capital letters, 10 digits and space character. Table 2 shows the number of
ones and zeros in ASCII binary codes of capital letters, ten digits and space character.
From this table, it can be understood that almost 60% of these ASCII binary codes are
0 and obviously the remaining 40% are 1.

Hence, we proposed a watermark bit stream pattern as W, = (11010011)”/16 (011011
10)™/16 in which approximately 62% of watermark bits are 0 and 38% of them are 1. For
example, if the length of watermark is 16 (i.e., n = 16) then the watermark bit stream
would be Wi = “1101001101101110”. Therefore, the two adjacent watermark pixel values
for Wyg are 211 and 110.

Based on the above watermark bit stream pattern, ten different watermarks were con-
sidered in the experiments, viz: W512, W448, W400, W352, W304, W256, ngg, W144, W96 and
W, for ten different usage capacities of the host image, viz: 12.50%, 11.25%, 10.00%,
8.75%, 7.50%, 6.25%, 5.00%, 3.75%, 2.50% and 1.25% respectively.

For the host image, as the uniform areas of an image are much more sensitive for
watermark embedding than edge areas, here, for more accuracy and also more simplicity
of the performance analysis, an 8-bit grayscale image strip of 1 x 512 size was proposed
as the host image. Figure 2 depicts its histogram.
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TABLE 2. The number of 1s and 0Os in the capital letters and the ten digits
ASCII binary codes

Charachter | ASCIT | Binary | Number of Os | Number of 1s
Space 32 | 00010000 7 1
0 48 1 00110000 6 2
1 49 | 00110001 5 3
2 50 | 00110010 5 3
3 51 | 00110011 4 4
4 52 100110100 5 3
5 53 100110110 4 4
6 54 100110110 4 4
7 55 | 00110111 3 5
8 56 | 00111000 5 3
9 57 100111001 4 4
A 65 | 01000001 6 2
B 66 | 01000010 6 2
C 67 | 01000011 5 3
D 68 | 01000100 6 2
E 69 | 01000101 5 3
F 70 101000110 5 3
G 71 01000111 4 4
H 72 101001000 6 2
[ 73 101001001 5 3
J 74 101001010 5 3
K 75 01001011 4 4
L 76 | 01001100 5 3
M 7 01001101 4 4
N 78 01001110 4 4
O 79 101001111 3 5
P 80 | 01010000 6 2
Q 81 | 01010001 5 3
R 82 101010010 5 3
S 83 | 01010011 4 4
T 84 101010100 5 3
U 85 | 01010101 4 4
\% 86 | 01010110 4 4
W 87 01010111 3 5
X 88 101011000 5 3
Y 89 01011001 4 4
Z 90 01011010 4 4

This study employed the Enhanced ISB Watermarking Algorithm (EISB) [10,38] as the
testing platform. In order to embed a bit of embedding watermark in EISB approach, the
closest, value to the original pixel value, which delivers the watermark bit, is chosen. For
this reason, predefined sub-ranges as is shown in Table 3 should be available in advance.

As mentioned earlier, this study attempted to measure degree of the balanced trade-
off among robustness, quality and capacity in bit-plane watermarking scheme. In this
sense, ten different usage capacities of the host image, viz: 12.50%, 11.25%, 10.00%,
8.75%, 7.50%, 6.25%, 5.00%, 3.75%, 2.50% and 1.25% were used to embed the watermark.
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FIGURE 2. Subject host image histogram

TABLE 3. Sub-ranges in EISB watermarking scheme

5075

Bit-plane Sub-Ranges in which Embedding | Sub-Ranges in which Embedding
Position has Value of 0 Position has Value of 1
1%(MSB) [0..127] [128..255]
ond [0..63][128..191] (64..127][192..255]
3rd [0..31][64..95] ... [192..223] (32..63][96..127] . .. [224..255]
4th [0..15][32..47] ... [224..239] [16..31]]48..63] . .. [240..255]
5th [0..7][16..23] . . . [240..247] [8..15][24..31] ... [248..255]
8"(LSB) [O][2][4][6]8] - - - [254] [LBIBITO][L] - . - [255]

Referring to Equation (17), in a bit-plane algorithm 12.5% is the maximum embedding
capacity, i.e., 100% (1.0) when one bit per byte is used for watermark embedding in a
gray-scale host image. Here, let us consider the bit-plane usage capacity instead of the
host image usage capacity. Thus, the usage capacities in this study are 1.0, 0.9, 0.8, 0.7,
0.6, 0.5, 0.4, 0.3, 0.2 and 0.1 respectively.

Correspondingly, ten intensities of Reset Removal attack [38], viz: 10%, 20%, 30%,
100% were used to simulate the attacks on the watermarked image. For example, in a
10% Reset Removal attack, a maximum of 10% of the embedded watermark bits can be
replaced by zero values (Reset). In addition, for the worst case scenario, it was presumed
that the attacker had a prior knowledge of the starting point of the embedded watermark.

4. Experimental Results and Discussions. In this section, we discuss the results of
our experiments on the five mentioned bit-plane algorithms under Reset Removal attack
in which the intensity of the attack varied between 10% and 100% (0.1 to 1.0). Moreover,
the usage capacity was changed between 10% and 100% (0.1 to 1.0) under each intensity
of attack. In addition, Table 4 illustrates interpretation of the PBT degree regarding the
watermarking algorithms.

TABLE 4. The interpretations of the performance balanced trade-off

PBT Range Interpretation
PBT <04 LOW

0.4 < PBT < 0.6 | MEDIUM (MED)
PBT > 0.6 HIGH
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4.1. Analysis of the results. Figure 3 shows degree of the performance balanced trade-
off regarding the five bit-plane algorithms using the proposed scheme. Figure 3(a) demon-
strates that when the capacity of 0.1 was used, the degree of the balanced trade-off for
the LSB algorithm under any intensity of attack were LOW (PBT = 0.20). In contrast,
the 2nd and 3rd bit-plane algorithms behaved highly balanced but the 4th bit-plane al-
gorithm had a MEDIUM balanced degree in average. Figure 3(b) illustrates that the
LSB algorithm still had a LOW balanced degree when usage capacity was 0.2. In con-
trast, the 2nd, 3rd and 4th bit-plane algorithms had HIGH balanced degrees. Figure 3(c)
demonstrates that when the usage capacity was 0.3, the 5th bit-plane algorithm had a
MEDIUM balanced degree but LSB algorithm still had a LOW balanced degree in aver-
age. Figures 3(d) and 3(e) show that when the usage capacity was between 0.4 and 0.5
the balanced degree in 2nd bit-plane algorithm suddenly dropped but the 3rd and 4th
bit-plane algorithms still had MEDIUM balanced degree in average. Figures 3(f), 3(g)
and 3(h) illustrate that the 3rd, 4th and 5th bit-plane algorithms had MEDIUM balanced
degree in average when the usage capacity was between 0.6 and 0.8. Finally, Figures 3(i)
and 3(k) demonstrate that when the usage capacity was more than 0.8 the 4th and 5th
bit-plane algorithms had MEDIUM balanced degree in average. Figure 3 also revealed
that both the 3rd and 2nd bit-plane algorithms had LOW balanced degree. Thus, this
figure illustrates that the 4th bit-plane algorithm was more stable in comparison with
other bit-plane algorithms. Table 5 summarizes the above discussion.

TABLE 5. The PBT interpretations of five bit-plane watermarking algorithms

Capacity

Algorithm | 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
LSB LOW | LOW | LOW | LOW | LOW | LOW | LOW | LOW | LOW | LOW
5th LOW | LOW | LOW | LOW | LOW | LOW | LOW | MED | MED | MED
4th HIGH | MED | MED | MED | MED | MED | MED | MED | MED | MED
3rd HIGH | HIGH | MED | MED | MED | MED | MED | MED | MED | LOW
2nd HIGH | HIGH | HIGH | LOW | LOW | LOW | LOW | LOW | LOW | LOW

4.2. Discussions. Table 6 shows different watermarking performance evaluation metrics
and their application. This table shows that NCC, Correlation Factor (p), BCR and
NMSE measure only the robustness of watermarking schemes. Similarly, Table 6 shows
that PSNR, wPSNR, SIMM, and Watson JD evaluate only the quality of the watermarked
image in comparison with the corresponding host image. Evidently, none of the mentioned
methods measure the trade-off among all three watermarking main requirements includ-
ing: robustness, imperceptibility and usage capacity. Meanwhile, as said earlier, these
three requirements are strictly in conflict. For example, in spatial domain watermarking,
the use of higher bit-planes increases the robustness but decreases the imperceptibility.
Another example is when a watermarking scheme uses the blocking strategy. For example,
some watermarking schemes use the blocking strategy in order to increase the robustness
but this brings about a drastic decrease in the embedding capacity. Hence, there is a need
to measure the trade-off among all these three requirements and find the best situation
in which a balanced trade-off among these requirements can be obtained. The authors in
[38] proposed a technique to measure this trade-off. However, this technique was based
on predefined crisp margins for these requirements. These crisp margins could not be ac-
curate as it was hardly possible to determine crisp thresholds to limit the acceptable and
unacceptable boundaries for these requirements. In contrast, by defining imperceptibility



A NEW FUZZY PERFORMANCE MODELING FOR EVALUATING THE TRADE-OFF 5077

and robustness as fuzzy sets, the proposed method could obtain better results than the
methods based on crisp margins.

TABLE 6. Watermarking performance evaluation metrics

Watermarking Performance
Evaluation Metric
NCC
[11-15]
PSNR
[10,11,18,21,28,29]
Correlation Factor (p)
[1,22,55]
Watson JND
61)
NMSE
[56-58]
SSIM
[45,64]
BCR
[43,59,60]
wPSNR
(32,47,61-63]
Emami et al.
[39]
Proposed Scheme X

Robustness | Imperceptibility | Trade-off

X

5. Conclusions. We have constructed a fuzzy model to evaluate the trade-off among
watermarking requirements. We also have proposed an experimental technique utilizing
the proposed model to estimate the balanced performance trade-off in EISB watermark-
ing scheme. The proposed technique revealed that three factors including imperceptibility
after watermarking before attack, perceptibility after attack and robustness after attack
should all be considered together in order to make a balanced trade-off among quality,
robustness and capacity. We successfully tested the proposed method on the EISB wa-
termarking scheme under a severe attack. The results of the experimental investigations
on the proposed method illustrated that if after attack the NCC seriously drops, the
extracted watermark can no longer be applied for ownership identification of the water-
marked image. However, a low PSNR after attack can compensate this drawback, but if
the PSNR after attack remains high and the NCC remains low, the watermarked image
has a strong potential for misuse or piracy. The results also revealed that the 3rd and
the 4th bit-plane algorithms, in average, have managed a medium degree of balanced
performance trade-off among robustness, imperceptibility and capacity. However, the 4th
bit-plane algorithm was more stable in comparison with the 3rd bit-plane algorithm.
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