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Abstract. Iris recognition is one of the most reliable and accurate biometric technolo-
gies, as the richness and apparent stability of the iris texture make it robust. Iris seg-
mentation is a critical part in iris recognition, because it defines the inner and outer
boundaries of iris region which is used for feature analysis. Active contour model, also
known as snake, is a powerful image segmentation technique. This paper proposes a
novel global and local region-based active contour model to extract the bovine iris from
the surrounding structures. The proposed active contour model elicits the iris texture in
an iterative fashion and is guided by both global and local intensity information of the
image. Then, iris region is normalized into rectangle shape, which is convenient for later
feature extraction. Experimental result indicates the efficacy of the proposed technique.
Keywords: Iris recognition, Iris segmentation, Active contour, Level sets, Partial dif-
ferential equations

1. Introduction. The iris is an internal organ of the eye which is located behind the
cornea and in front of the lens. Flome et al. [1] postulated that the textural content of
the iris is stable throughout an individual’s lifespan. They stated that every iris is unique
and no two individuals have similar irises. Hence, iris recognition becomes an emerging
identification technology based on biometrics with its low False Accept Rate (FAR). In
the past twenty years, human iris recognition has developed rapidly, and the most mature
technologies are introduced by Daugman [2] and Tan [3] respectively. Both of their iris
recognition systems have been commercialized. Since 2001, iris recognition technology
has also been applied in animal individual identification. Suzaki developed an animal
iris recognition system for the horse race [4]. As food securities crises, such as BSE and
hand-foot-and-mouth disease, posed a threat to human health, a tracking and traceability
system using iris recognition was introduced to ensure food safety [5,35]. Iris segmentation
(iris localization or iris edge detection), which aims to isolate the actual area from the eye
image, plays a vital role in iris recognition. The following steps (involving normalization,
enhancement, feature extraction and matching test, as shown in Figure 1) are based on
the results of iris segmentation. And the final performance of iris recognition system is
partly dependent on the accuracy of iris segmentation.

Because of the importance of iris segmentation, a number of algorithms have been devel-
oped to achieve accurate and fast iris localization. The integro-differential operator, which
acts as a circle edge detector, is employed for determining the inner and outer bound-
aries of iris [6,7,15]. Wildes [8] applied Hough transform-based method to segmenting the
iris, and the upper and lower boundaries of the eyelid are approximated using parabolic
curves. Several other localization methods based on Hough-transform to segment the iris
were introduced by Ma [9,10], Huang [11], Lim [12], and Yuan [13] respectively. Boles and
Boashash [14] got the iris from the image by edge and contour detection. He et al. [16]
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Figure 1. Iris recognition framework

proposed a novel iris localization method based on a spring force-driven iteration scheme,
which was inspired by Hook’s Law.
All above methods usually consider iris contour as circles or ellipses, while recently

active contour has been utilized to improve the performance, which take iris contours
as deformable boundaries and get the iris boundary without prior shape information.
Abhyankar and Schuckers designed training based active shape model to segment the
iris from the sclera [17]. In their model, nonlinear shape of the iris was learned using
a few training images. Daugman introduced an excellent way to describe the iris inner
and outer boundaries in terms of “active contour” [18]. Geodesic active contour was
employed to extract the iris from the surrounding structures by Shah and Ross [19]. Roy,
Bhattacharya et al. [20] introduced a region-based active contour model to segment the
iris from unideal image. Zhang et al. [34] introduced an improved level set based active
contour to segment the iris. In their method, local gradient extremes are removed before
applying active contour method.
Since there are distinct differences between human and bovine irises, iris segmentation

algorithms developed for human iris usually perform poorly while applied to bovine iris.
Although Zhang et al. [36] introduced a two-step localization method to segment the
bovine iris by combining threshold transform and Sobel edge detection, the out boundary
of bovine iris is not highly precise, due to the intensity inhomogeneity. In this paper, we
propose a novel iris segmentation method for bovine iris recognition, based on the active
contour. The remainder of this paper is organized as follows. In Section 2, some well
known existing active contour models are reviewed briefly. Section 3 provides the bovine
iris segmentation method based on global and local region-based active contour model.
And then, implementation and iris normalization are described detailedly in Section 4.
Section 5 concludes the paper.

2. Active Contour Methods. Active contours, the snake model originally introduced
by Kass et al. [21], is a classical approach to edge detection based on deforming an
initial contour towards the boundary of the object to be detected, and it is widely used in
medical image processing [30,32,37] and iris recognition [18-20]. This model corresponds
to an elastic curve that is propagated by image forces towards the minimum of an energy
generated from an image. Generally speaking, the existing active contour models can be
classified into two types: edge-based models and region-based models. Each of them has
its own pros and cons.

2.1. Edge-based active contour model. Generally, there are two types of edge-based
active contour models in literature: parametric active contours [21] and geometric active
contours [22-24]. And there exits an explicit mathematical equivalence relationship be-
tween the two active contours [25]. The edge-based active contour model utilizes image
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gradient as an additional constraint to stop the contours on the boundaries of object. The
classic edge-based active contour model is formulated by minimizing an energy functional
that takes a minimum when contours are smooth and reside on object boundaries. Given
a gray-level image I(x, y) and a varying curve C(s) = [x(s), y(s)], s ∈ [0, 1], the energy
function is written as

E =

∫ 1

0

1

2

[
α |C ′(s)|2 + β |C ′′(s)|2

]
+ Eext(C(s))ds (1)

The first term is the internal energy, which is sum of elastic and rigid forces. α and
β are weighting parameters which control the snake’s tension and rigidity respectively,
and C ′(s) and C ′′(s) denote the first and second derivatives of C(s). The external energy
function Eext is derived from the image, which is designed to pull the active contour
towards object boundaries or other features of interest. Typical external energies are

E
(1)
ext(x, y) = − |∇I(x, y)|2 (2)

E2
ext(x, y) = − |∇[Gσ(x, y) ∗ I(x, y)]|2 (3)

where Gσ(x, y) is a two-dimension Gaussian function with standard deviation σ and ∇ is
the gradient operator. A snake that minimizes E must satisfy the equation

Fint + Fext = 0 (4)

where Fint = αC ′′(s)− βC ′′′′(s) and Fext = −∇Eext. The internal force Fint controls the
smoothness of the contour while the external force Fext pulls the snake toward the desired
image edges.

All these edge-based active contours rely on the image gradient |∇I(x, y)| to stop the
curve evolution. If the image is very noisy or the gradients are discrete, the curve may
pass through the desired boundary. Hence, it is important to design suitable external
force while applying edge-based active contour to real images.

2.2. Region-based active contour model. As the edge-based active contours per-
formed imperfectly for the weakness of stopping edge-function, Chan and Vese [26] pro-
posed an active contour model (CV model) based on the Mumford-Shah model [27]. For
an image I(x, y) on the image domain Ω, they proposed to minimize the energy

ECV (C, c1, c2) = λ1

∫
Cin

|I(x)− c1|2 dx+ λ2

∫
Cout

|I(x)− c2|2 dx+ υ |C| (5)

where υ ≥ 0, λ1, λ2 > 0 are fixed parameters. Cin and Cout represent the region inside
and outside of the contour C (or object) respectively, and the parameters c1 and c2 are
two constants that approximate the image intensity in domain Cin and Cout. Equation
(5) is known as global binary fitting energy. This energy can be represented by a level set
formulation, and then energy minimization problem can be converted to solving the level
set evolution equation.

The CV model performs quite well while applied to homogeneous image. However,
in practice, the image is inhomogeneous, whose intensity in either Cin or Cout is not
constant. Therefore, it is difficult for CV model to get the accurate object contour from
noisy images.

3. Iris Segmentation. Like human eye (Figure 2(a)), the image of cattle eye is composed
of pupil, iris and sclera, as shown in Figure 2(b). Sometimes, lash and eyelid also may
appear in the image. Obviously, the image intensities are inhomogeneous in pupil, iris
and sclera parts, as noise exits.
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(a) (b)

Figure 2. (a) Human eye image and (b) cattle eye image

The aim of iris segmentation is to get the inner and outer boundaries of iris. There are
obvious intensity differences among pupil, iris and sclera. And intensity inhomogeneity
occurs in cattle eye image, due to technical limitations or artifacts introduced by the
object being imaged.

3.1. Global and local region-based active contour model. In this subsection, we
propose a global and local region-based framework using intensity information. The frame-
work is composed by two parts, global and local parts. Consider a given vector valued
image I : Ω → <d, where Ω ⊂ <n is the image domain, and d is the dimension of the
vector. In particular, d = 1 is for gray level images, as d = 3 for color images. In this
paper, the bovine eye image is treated as a gray level image.
We use x and y as independent spatial variables each representing a single point in Ω.

Using this notation, we introduce a mask function in terms of a radius parameter r

M(x, y, r) =

{
1, ‖x− y‖ ≤ r
0, otherwise

(6)

where M(x, y, r) is used to mask local region. This function will be equal to 1 when
point y is within a ball of radius r centered at x, and 0 otherwise. As shown in Figure
3, let C be a closed contour in the image domain Ω, which separated Ω into two regions:
Ω1 = inside(C) and Ω2 = outside(C). For a given point x ∈ Ω, the local energy at point
x is defined as:

Elocal
x (C, f1(x), f2(x)) =

2∑
i=1

λi

∫
Ωi

M(x, y, r) |I(y)− fi(x)|2 dy (7)

Figure 3. Mask of local region
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where Elocal
x is a weighted mean square error of the approximation of the image intensity

I(y) outside and inside the contour C, by the fitting values f1(x) and f2(x), respectively,
with M(x, y, r) as the mask assigned to the point x. And f1(x) and f2(x) are defined as
follows: {

f1(x) = mean({y ∈ Ω1} ∩M(x, y, r))
f2(x) = mean({y ∈ Ω2} ∩M(x, y, r))

(8)

Therefore, the local energy function defined for the contour C is

Elocal(C, f1, f2) =

∫
Elocal

x (C, f1(x), f2(x))dx (9)

We use the CV model’s global energy

Eglobal(C, c1, c2) = λ1

∫
Cin

|I(x)− c1|2 dx+ λ2

∫
Cout

|I(x)− c2|2 dx (10)

Now, the energy function of global and local region-based active contour is defined as:

EGL(C, f1, f2, c1, c2) = ωElocal(C, f1, f2) + (1− ω)Eglobal(C, c1, c2) (11)

where ω is positive constant (0 ≤ ω ≤ 1). To handle topological changes, we will convert
the energy function to a level set formulation in the next subsection.

3.2. Level set formulation of the model. In level set method, a contour C ⊂ Ω is
represented by the zero level set of a Lipchitz function φ : Ω → <, such that C = {(x, y) ∈ Ω : φ(x, y) = 0}

Ω1 = {(x, y) ∈ Ω : φ(x, y) < 0}
Ω2 = {(x, y) ∈ Ω : φ(x, y) > 0}

(12)

With the level set representation, the energy function in (9)-(11) can be written as
below respectively:

Elocal(φ, f1, f2) =λ1

∫
M(x, y, r) |I(y)− f1|2H(φ(x, y))dydx

+ λ2

∫
M(x, y, r) |I(y)− f2|2 (1−H(φ(x, y)))dydx

(13)

Eglobal(φ, c1, c2) =λ3

∫
|I(x)− c1|2H(φ(x, y))dx

+ λ4

∫
|I(c)− c2|2 (1−H(φ(x, y)))dx

(14)

EGL(φ, f1, f2, c1, c2) =ωElocal(φ, f1, f2) + (1− ω)Eglobal(φ, c1, c2) (15)

In practice, the Heaviside function H in the above energy functions is approximated by
a smooth function Hξ defined by

Hξ(x) =
1

2

[
1 +

2

π
arctan

(
x

ξ

)]
(16)

And the derivative of the proposed Hξ is Dirac function

δξ(x) = H ′
ξ(x) =

1

π

(
s

s2 + π2

)
(17)

In order to compute the level set function φ accurately, we need to regularize the level
set function by penalizing its deviation from a signed distance function. As proposed in
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[29], the level set regularization term is defined as

P (φ) =

∫
1

2
(|∇φ(x)| − 1)2dx (18)

In typical level set method of active contour, we need to regularize the zero level set by
penalizing its length to derive a smooth contour during evolution. The function is defined
as

K(φ) =

∫
|∇Hξ(φ(x))| dx (19)

Then, the entire energy functional in (15) is approximated by

FGL(φ, f1, f2, c1, c2) = EGL(φ, f1, f2, c1, c2) + µK(φ) + υP(φ) (20)

where µ > 0, υ > 0 are constants as the weights of the term K(φ) and P(φ), respectively.
This is the energy functional which will be used to find the object boundary of bovine
iris.
For a fixed level set function φ, FGL(φ, f1, f2, c1, c2) in (20) can be minimized with

respect to the functions f1(x), f2(x), and constants c1, c2. By calculus of variations,
it can be shown that the functions f1(x), f2(x) and constants c1, c2 that minimize
FGL(φ, f1, f2, c1, c2) satisfy the following Euler-Lagrange equations:∫

M(x, y, r) |I(y)− f1|H(φ(x, y))dy = 0 (21)∫
M(x, y, r) |I(y)− f2| (1−H(φ(x, y)))dy = 0 (22)∫
|I(x)− c1|H(φ(x, y))dx = 0 (23)∫
|I(x)− c2| (1−H(φ(x, y)))dx = 0 (24)

From Equations (21)-(24), we can get

f1(x) =

∫
M(x, y, r) ∗Hξ(φ(x)) ∗ I(y)dy∫

M(x, y, r) ∗Hξ(φ(x))dy
(25)

f2(x) =

∫
M(x, y, r) ∗ (1−Hξ(φ(x))) ∗ I(y)dy∫

M(x, y, r) ∗ (1−Hξ(φ(x)))dy
(26)

c1 =

∫
Hξ(φ(x)) ∗ I(x)dx∫

Hξ(φ(x))dx
(27)

c2 =

∫
(1−Hξ(φ(x))) ∗ I(x)dx∫

(1−Hξ(φ(x)))dx
(28)

To minimize the energy functional FGL(φ, f1, f2, c1, c2) in (20) with respect to φ, we
deduce the associated Euler-Lagrange equation for φ. Parameterizing the descent direc-
tion by an artificial time t ≥ 0, the equation in φ(t, x, y) (with φ0(x, y) defining the initial
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contour) is

∂φ

∂t
= δξ(φ)ωF

local + δξ(φ)(1− ω)F global

+ µδξ(φ)div

(
∇φ

|∇φ|

)
+ υ

(
∇2φ− div

(
∇φ

|∇φ|

)) (29)

φ(0, x, y) = φ0(x, y) in Ω (30)

δξ(φ)

|∇φ|
∂φ

∂~n
= 0 on ∂Ω (31)

where ~n denotes the exterior normal to the boundary ∂Ω, and ∂φ/∂~n denotes the normal
derivative of φ, at the boundary. F local and F global are written as (32) and (33).

F local = −λ1

∫
M(x, y, r) |I(y)− f1|2 dy + λ2

∫
M(x, y, r) |I(y)− f2|2 dy (32)

F global = −λ3 |I(x)− c1|2 + λ4 |I(x)− c2|2 (33)

F local and F global represent the local intensity force and the global intensity force re-
spectively. The two different forces influence the curve evolution complementary. In the
region far away from the desired boundaries of object, where the intensity varies slowly,
the values of f1, f2 got by local intensity information are almost the same, and the local
force F local is not capable to guide the contour toward the object boundaries. Therefore,
the global force F global dominates the curve evolution. In response, when the contour is
near the object boundaries, the local force F local dominates the curve evolution, which
attracts the contour toward the object boundaries and provides the contour from passing
the object boundaries.

4. Implementation and Discussion. Animal Iris Database (version 1.0) is adopted to
evaluate the performance of the proposed method. The experiments are done in Matlab
7 on a PC with Intel Core 2 Duo 2.26GHz CPU, 2G bytes RAM, and Microsoft Windows
XP Professional operating system. Furthermore, in order to measure the performance of
the proposed method, Zhang’s method [36] is also implemented on the same database and
platform.

4.1. Results. Based on Equations (29)-(31), we use the finite difference method to dis-
cretize the level set function φ. The level set function φ is simply initialized as a binary
step function which takes a negative constant value −c0 for the inside region Ω1 and a
positive constant value c0 for the outside region Ω2. For the image Figure 4(a), we use
the parameters c0 = 3, λ1 = λ2 = λ3 = λ4 = 1.0, ω = 0.37, r = 5, υ = 0.5, time step
∆t = 0.1, µ = 0.004 × 255 × 255, and ξ = 1.0 for the Dirac function. The initialization
contour is shown in Figure 4(b), noted that the original image is the same as Figure
2(b). And the inner and outer boundaries of bovine iris are shown in Figure 4(c) after 50
iterations. It is clearly that the proposed active contour model driven by global and local
intensity information can handle the iris intensity inhomogeneity.

As shown in Figure 4(c), the inner boundary is a closed curve, and the outer boundary
is not closed. Also the iris region in the image is shape irregularity, which is not conductive
to the follow-up feature extraction. Here, we use a pair of concentric ellipses to approach
the actual inner and outer boundary of iris, and then the iris is regularized into an elliptic
ring. Furthermore, original image of bovine eye may contains eyelid and lash, which
will influence the veracity of feature extraction. To eliminate the influence, the area
[−π/4, π/4] and [3π/4, 5π/4] of the elliptic ring are selected to use, as the eyelid and lash
usually appear in the area [π/4, 3π/4] and [5π/4, 7π/4]. Then, the selected area will be
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Figure 4. (a) Original image, (b) initialization contour, (c) segmentation
result and (d) normalization result

transformed into a rectangle block by polar coordinate transformation. The normalization
steps are listed as below.
Step 1: Find out the center point of the inner boundary, and this point is also considered

as the center of the outer boundary.
Step 2: Get a pair of concentric ellipses, which cover the maximal numbers of inner

and outer boundary points separately.
Step 3: Choose the interesting parts from the elliptic ring. Here the area [−π/4, π/4]

and [3π/4, 5π/4] are selected.
Step 4: Reshape the selected parts into a rectangle with polar coordinate transforma-

tion.
Then, we get the normalized iris with above normalization steps from the original image

as shown in Figure 4(d), which will be used in the following steps of iris recognition.
Two-dimension Gabor filters and Hamming distance are employed to test the perfor-

mance of the proposed bovine iris segmentation method. Zhang’s [36] two-step method is
also implemented with the same feature extraction algorithm for a comparison. The ex-
perimental results are given in Table 1, from which we can see that the proposed method
brings a significant improvement on the iris recognition performance, as the method ob-
tains lower equal error rate (EER).

4.2. Parameter analysis. In the proposed model, M(x, y, r) function uses the mean
intensity to calculate the local energy, which is different from Gaussian kernel used in
other global and local energy driven active contour models [30,31]. The radius r of the



BOVINE IRIS SEGMENTATION USING REGION-BASED ACTIVE CONTOUR MODEL 6469

Table 1. Performance of proposed method

Equal Error Rate (EER)
Zhang’s method [36] 2.23%
Proposed method 1.02%

ball selected by the M(x, y, r) function is an important parameter to be considered when
using the localized energies. Its size determines how much the localization information is
used to segment the image. Hence, it should be chosen based on the scale of the objects
of interest and the presence and proximity of the surrounding clutter. When attempting
the capture objects that with nearby clutter, a small radius should be used. On the
contrary, larger radius is useful when attempting to segment object with less nearby
clutter. Therefore, in our experiment a small value r = 5 is used to get the boundary
with nearby clutter.

The coefficients ω and 1−ω are the weights of local and global energy respectively. The
two positive parameters are used to govern the tradeoff between the local term and global
term. The parameter ω should be set according to the intensity inhomogeneity presenting
in the images. If the intensity homogeneity is not serious, the value ω is suggested to
be equal to 0, which insures that the global force can dominate the curve evolution.
Otherwise, ω should be given a larger value, which means the local force contributes to
the curve evolution. In our experiment, ω = 0.37 makes the local term contribute as an
important part.

5. Conclusions and Future Work. In this work, we propose an improved Chan-Vese
model for bovine iris segmentation, which is based on the techniques of curve evolution
and level set theory. The energy function for the proposed model consists of global
term, local term and regularization term. The iris image which is inhomogeneity can
be efficiently segmented by incorporating the local image information into our model.
Moreover, in order to the benefit of later feature extraction, ellipses are applied to shape
and normalize the iris. Experiment on the real bovine iris images has demonstrated the
desired segmentation performance of our proposed model.

Note that the weighting parameter of regularized term plays an important role [33]. In
practice, tuning this parameter is not easy and may not be done automatically. Further-
more, for incorporating the local information, a ball with size r is applied in the proposed
model. And the size of r depends on the scale of the objects of interest. Future work
includes altering these parameters automatically which will allow the technique to be used
with less tuning and interaction. Further extension can also be made to incorporate the
shape information of bovine iris into the model.
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