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Abstract. A novel segmentation algorithm for lungs based on high-resolution computed
tomography (HRCT) scan images is developed. This segmentation method is mainly de-
rived from particle swam optimization (PSO) technique to select an appropriate threshold
level for pixels-probability density function (P-PDF) that integrates morphological edge-
detection technique to refine segmentation. A multi-level thresholding technique was pro-
posed for CT slice segmentation by developing new control fitness function. After that
morphological functions are utilized to get enhanced delineation of lungs from HRCT scan
images. For computer-aided diagnostics (CADe) of lungs, this algorithm can be used as
an initial step to improve the diagnostic performance of radiologists with an increase
in sensitivity and decrease in false-positive (FP) rate. The system was tested on 120
HRCT scan images. This automatic thresholding method was compared with the other
state-of-the-art techniques based on ground truth obtained from an expert radiologist. The
experimental results indicate that the proposed method provides an effective segmentation
solution with small errors, independent of CT scanners and independent from patient’s
low or high dose.
Keywords: Computed tomography (CT), Lung thresholding and segmentation, Prob-
ability density function, Mixture of model, Particle swam optimization

1. Introduction. Lung cancer is the most common form of cancer in the United States
[1], causing an estimated 222,520 new cases and 157,300 deaths in 2010. The 5-year-
survival cure rate for lung cancer is about 14%, and early detection is vital to increase
this rate up to 49% at stage 1, where there is a solitary, circumscribed lung nodule [2].
For early detection and diagnosis, high-resolution 3D computed tomography (HRCT)
[3] is considered to be the more cost-effective and accurate imaging modality among
alternatives such as chest X-ray, which is used by many radiologists. It allows detecting
pathological deposits as small as 1mm in diameter that are called lung nodules. However,
the detection and interpretation of lung nodules for the radiologists using HRCT scan is
a tedious and difficult task, leading to a high false-negative rate and low sensitivity [4].
Therefore, Computer-aided diagnostics (CADe) [6-8] tools are developed for providing
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‘second opinion’ to detect and classify lung tissue that may improve the radiologists’
ability. Furthermore, a comparative study of CADe suggested [17] that the classification
of lung tissues is still a challenging task.
The CADe of lung HRCT image consists of major three steps: (1) lung segmentation,

(2) detection of candidate nodules from segmented lungs, and (3) classification of lung
tissues into normal and pathological or abnormal. The effective and automatic segmenta-
tion of lungs is a vital step [18] to develop an accurate detection and classification of lung
abnormalities for CADe systems. In fact, to determine an appropriate and automatic
threshold value for segmentation is a critical task. Accordingly, the automatic decision of
lung segmentation remains a challenging task for developing lung CADe system.

2. Related Work and Approach. Image processing algorithms that can be used for
lung segmentation in HRCT images include fuzzy c-means clustering (FCM) and mathe-
matical morphology [18], thresholding [19,20]. The literature review suggested that these
types of segmentation algorithms provide reasonably delineated objects. However, the
extraction of region-of-interest (ROI) from the segmented areas is a difficult task. As
a result, other researchers have combined segmentation techniques with morphological
edge-detection methods [18] to get accurate lung regions. Since, in case of medical imag-
ing, the size of digital image is often very large, using FCM or LS techniques is very time
consuming. Accordingly, an optimized thresholded technique is always required. The
lung segmentation is also complicated due to the following factors: diversity of tissue
volume or air volume, image acquisition protocol, physical material properties of the lung
parenchyma, and transpulmonary pressure.
A novel optimal thresholding algorithm is presented based on probability density func-

tion (PDF) for lung image segmentation, and morphological functions to delineate effec-
tive lung regions from the HRCT slice. The proposed algorithm presents a multi-level
thresholding technique that used particle swam optimization (PSO) technique to opti-
mize its parameters. Furthermore, the new control fitness function is developed for PSO
technique. The PDF-based [21] thresholding technique is more effective as compared to
fuzzy entropy because it assigns a weighted probability to each pixel according to its cor-
responding class. For convenient purpose, the PDF technique is known as pixels based
PDF (P-PDF) function. For thresholding, the P-PDF technique is fast due to use of PSO
method and maximum likelihood criteria. The objectives of this study are to obtain more
relevant, dynamic and optimal threshold value for CT image with different region seg-
mentation. The PSO optimization technique is widely used in many application domains
such as parameter tuning, 2D/3D face recognition, and image segmentation [22].
In this paper, the particle swarm global optimization is integrated into PDF-based seg-

mentation to select the optimal parameters for thresholding, and because of its excellent
performance for lung segmentation. To test the proposed algorithm, the HRCT scans im-
ages are obtained from online source [23], and other distinct sources of different patients
in the form of DICOM images. In total, 120 HRCT scans images are used. The developed
algorithm is compared with state-of-the-art segmentation methods: one is based on fuzzy
entropy + morphology (Jaffar fuzzy) [18] and second is based on Fuzzy entropy + Genetic
(Jaffar GeneticFuzzy) techniques with the ground truth obtained from an expert.

3. Research Methodology. The flow diagram of the proposed lung segmented algo-
rithm is shown in Figure 1. The dataset acquisition is briefly described in Subsection 3.1.
In Subsection 3.2, the CT scans slice is preprocessed using adaptive histogram equalization
and gamma correction to enhance the contrast. The Subsections 3.3 and 3.4 represent the
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Figure 1. The systematic flow diagram of proposed lung HRCT scan slices
segmentation algorithm

proposed method of CT image segmentation using P-PDF and PSO techniques, respec-
tively. From this segmentation, the initial lung regions are extracted using morphological
edge a detection operation, which is discussed in Subsection 3.5. In Subsection 3.6, the
lung segmentation regions are refined and smoothed using image processing and mor-
phological functions. Section 4 describes the experimental results and comparisons. The
discussions of the results are in Section 5, and the paper concludes in Section 6.

3.1. Dataset acquisition. To test the lung segmentation algorithm, a dataset of HRCT
scans were acquired from different online sources, but mostly the images came from the
Lung Imaging Database Consortium (LIDC) [23]. 48 scans of different subjects are in-
cluded in this dataset. Each of these scans contained a number of image slices. In total,
80 slices have selected from the 48 scans that also contained nodule pattern information.
The images in this dataset were of size 512 × 512 stored in the DICOM format. The size
of pixel ranged from 0.488mm to 0.762mm, and also the thickness of a slice varied from
2.0mm to 3.0mm. In this dataset, the 80 images are extracted from each patient with
low-dose. Moreover, the 40 remaining images are obtained with high-dose and different
scanners. As a result, the total 120 images are used in order to evaluate the segmenta-
tion results. To measure the performance, the boundaries of both lungs of 120 scans are
manually marked by an expert radiologist, which serves as a gold standard.

3.2. Preprocessing. To improve the visual quality of HRCT scan images, the prepro-
cessing step is performed by using adaptive histogram equalization (AHE) [24], gamma
correction [25] techniques. Due to acquisition devices used in HRCT scanning, the bright-
ness is not sufficient and noise is also presented in the images that may adversely affect the
segmentation process. To enhance the image quality, the AHE technique is applied. In
AHE method, the image is divided into 16 × 16 sub-regions, and histogram equalization
is applied to each one of them. In practice, it modifies the intensity values using a non-
linear methodology for maximizing the contrast for all regions of the image. As a result,
inconspicuous features become more visible. However, it may modify the brightness of
the image. Once AHE was applied, gamma correction procedure is applied sequentially
to improve the brightness of the overall image. Next, the CT scans is segmented and lung
regions are extracted.

3.3. CT image segmentation. After preprocessing the CT slice image, the segmenta-
tion is performed to convert it into a binary image by using pixels-probability density func-
tion (P-PDF), and its parameters are optimized by particle swarm optimization (PSO).
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The goal of this step is to separate body regions from the background into mainly three
parts: fat, other tissues (including bone, organ, vessels, and so on) and air-filled regions.
A multi-level grayscale thresholding method is used to identify the regions based on their
respective density distributions. Instead of using fixed threshold values to segment target
regions, our technique uses a histogram analysis method that determine the optimal and
dynamic threshold value for the CT slice automatically.
The determination of optimal threshold value for segmenting chest body regions from

the background that is almost filled by air is a difficult task. The three parts of a CT
image consist of regions with different intensity distributions. Mixture model or class
based segmentation [21] approach is widely used in many applications in practice that try
to identify the probabilities of pixels, which can be modeled to find the probability of any
pixel value belonging to distinct classes or regions. It is basically derived from PDF based
estimation that takes into account histogram of an image to perform segmentation step.
Usually, the histogram of an image provides a scheme about the PDF of pixel values. For
instance, a grayscale CT image consists of 256 intensity values, and it is apparent that
the histogram bin centers at 0, 1, . . ., Lv = 255 should be defined. An overall mixture of
the model for the PDF of pixels values could be derived from this histogram to model the
segmentation of CT slice.
Let x be the pixel value of the corresponding histogram and f(x) be probability for

that pixel. Then, f(x) can be defined as in terms of conditional probability.

Pprob(x|Cli) = Pprob(Cli)fi(x|Cli) (1)

where Pprob represents probability, Pprob(Cli), i = 1, 2, . . ., k being class prior probabilities
and fi(x|Cli) represent the class conditional PDF of x. Then, f(x) becomes

f(x) = Pprob(Cl1)f1(x|Cl1) + . . .+ Pprob(Clk)fk(x|Clk) (2)

It should be noticed from Equation (2) that the PDF, i.e., f(x) can be represented as
a weighted sum of k class conditional PDFs and weights (wi) are being the class prior
probabilities Pprob(Cli). Thus, Equation (2) can be simply rewritten as:

f(x) =
k∑

i=1

wifi(x|θi) (3)

Here, fi(x|Cli) is replaced by fi(x|θi), for the reason that each class conditional PDF is
known with θi parameters. In this segmentation technique, normal mixture components
are utilized, and then fi(x|θi) can be written as:

fi(x|θi) = N(x|µi, σi) = (2π)−d/2|σi|−1/2 exp
{
−(x− µi)

Tσ−1
i (x− µi)/2

}
(4)

where fi(x|θi) is component of ith model, θi is the vector of all unknown parameter, µi is

the mean and σi is the covariance matrix. In order to validate a f(x) of PDF,
∑k

i=1wi = 1
must be fulfilled, where k indicates components of densities. As a result, Equation (4) is
used to determine the probabilities of each class the pixels belong to. If we assume that
this observation in the data set is independent, the maximum likelihood function l(θ) can
be derived from this assumption to show the joint probability. The joint probability of
having a particular set of observations is written as:

l(θ) = l(x1,x2, . . . ,xn|θ) = Pprob[∩n
j=1xj|θ] =

n∏
j=1

f(xj|θ) (5)

where f(xj|θ) =
∑k

i=1wifi(xj|θi). In the PDF mixture of models, there are many ways
to determine unknown parameters, but the easiest way is to select θ in such a way that
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it maximizes the likelihood function l(θ). The maximum likelihood (ML) estimate of θ
can be written as:

θML = argθ max l(θ) (6)

To determine θ in the sense of ML estimation, the set of µi, σi and wi must be opti-
mized. Therefore, the vector of all unknown parameters can be combined represent by
the Equation (7) as:

α = (wMθ)T or α = (w1µ1σ1, w2µ2σ2, . . ., wMµMσM)T (7)

The limit for determining the unknown parameters are defined by 3M − 1 that used
ML estimator to a threshold the lung CT image. In order to segment the CT image, the
two-level threshold value is considered overall lung region segmentation. Learning the
mixture, namely, estimating the weights wi and the parameters θi of each component is
often carried out using expectation maximization (EM) algorithm. However, there are
some limitations of EM algorithm: it considers that the mixing components are known,
there is no commonly accepted superior method for parameter’s initialization, and the
method is of local nature and consequently, can get in local maxima of the likelihood
function. Accordingly, it is difficult to determine and optimize unknown parameters by
EM algorithm. Therefore, the PSO technique is utilized that integrates a new fitness func-
tion using the Jensen-Shannon divergence measures. For optimization of parameters, GA
is widely used. Even so, as compared to GA, PSO does not employ filtering; specifically,
all members in the population survive during the entire search process.

3.4. Optimization. The PSO-based optimization technique is based on each individual
particle in the swarm is composed of three dimensional vectors in the search space. In
the three dimensional vectors, the current position is denoted by a vector si, the previous
best position is pi, and the velocity is vi. The first vector si is considered as a set of
coordinates represents a point in search domain. During iteration of PSO algorithm, the
recent position is evaluated as a problem solution. If that position is better than other,
then the coordinates are stored in the vector pi. The function result is provided the
best value is stored in pbesti for previous best and for later on iterations comparisons.
Generally, the main reason is to keep searching the better positions and changing pi and
pbesti vectors. After that new points are selected by inserting vi coordinates to si and
the technique is operated by adjusting vi, which was seen as a step size. If the search
space is D-dimensional vector, the ith particle of the population or swarm can be denoted
by the vector Si = (si1, si2, . . ., siD)

T , the velocity of the particle can be represented as

Vi = (vi1, vi2, . . ., viD)
T and the best possible visited position is Pi = (pi1, pi2, . . ., piD)

T .
Then the swarm is updated according to:

vn+1
id

= ω[β vn
id
+ c1r

n
1 (p

n
id − snid)/∆t+ c2r

n
2 (p

n
gd − snid)] (8)

and

sn+1
id

= sn
id
+∆t vn+1

id (9)

where g is defined as the index of the large-scale lead of the particle in the swarm,
and d = (1, 2, . . ., D) is represented the iterations, N is the size of population; ω is
a constriction factor which controls and constricts the velocity’s magnitude; β is the
inertial weight. This weight is repeatedly used to manage the investigation and operation
in the search space. The parameters c1 and c2 are positive constants called acceleration
coefficients; r1 and r2 are random numbers, uniformly distributed in [0, 1]; ∆t is the
iteration number. The steps for implementing PSO algorithm are summarized below:

(1) Initialize particle si with random positions and velocities vi on D-dimensions.
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(2) For every particle, evaluate the following proposed effective fitness function in D
variables.
To find best fitness function for PSO, the average histogram of pixels distribution is

used, which is also defined by P-PDF technique, which is calculated by Equation (10) as:

Ppixels(i) =
1

N

Lv∑
i=1

H(i) (10)

To measure the strength of pixels on each grayscale level (Lv), The JSD (Jensen-
Shannon divergence) statistical measure was integrated to the fitness function that in-
dicated the degree of apart from the pixels histogram to the corresponding weighted
probability, which was calculated by fi(s|θi). The JSD is given as follows:

DJSD

(
f(s|θ), P ′

pixel

)
=

Lv∑
i=1

fi(s|θi) log
2fi(s|θi)

fi(s|θi) + P ′
pixel

+ P ′
pixel log

2P ′
pixel

P ′
pixel + fi(s|θi)

(11)

Then calculate the weighted probability of each pixel through the P-PDF and velocities
as:

η(si |α) =
∑k

i=1
Ppixels(i)×

∑k

i=1
wif(sj|vi) (12)

And finally, the objective fitness function is derived as:

obj(i) = 1−
(
(DJSD(f(s|θ), P ′

pixel − η(si |α)) + µi

)
/σi (13)

(3) Compare this fitness evaluation function with its pbesti. This comparison is based
on the condition that if recent value is superior than pbesti, then pbesti is equal to this
value and pi equal to the current location si.
(4) Recognize the swarm particles in the neighborhood so far with the good success,

and allocate its index to g.
(5) Update the set of velocities and the positions of the swarm particle by following

the Equation (14).{
~vi ← ~vi + ~U(0, φ1)⊗ (~pi − ~si) + ~U(0, φ2)⊗ (~pg − ~si),
~si ← ~si + ~vi

}
(14)

where ~U(0, φ1) represents the random numbers created at each iteration step and for every
particle and ⊗ is component-wise multiplication operator.
(6) If the good fitness function or iterations criterion is met then, return function.
(7) If it is not then again goto step (2).
Once the unknown parameters are determined and optimized by PSO, then an assign-

ment of each pixel to different classes can be estimated by using maximum likelihood
criterion. The above steps of PSO algorithm are iterated (i.e., repeat the expectation
and maximization steps) until the changes in the mixture parameter are smaller than
a tolerance level or maximum number of iterations is reached. In our application, the
tolerance parameter and the maximum iteration are set as 0.00001 and 230, respectively.
This is the final thresholding step to partition CT slice into different regions (chest body
air surrounding, the lungs, and other low-density regions). However, to retain just chest
CT scan area, unwanted objects are filtered out. For this purpose, connected components
(CC)-labeling algorithm is utilized to recognize the lung voxels. To remove background
air, those pixels are deleted that are connected to the border of the image. Small, discon-
nected areas are erased if the region area is too small, or it has been low-density that are
presented outside the lung regions.
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3.5. Initial lung segmentation. After applying the optimal and dynamic threshold
value with CC-labeling algorithm, the CT slice image is segmented into different parts
such as lungs and chest regions. However, we are interested to obtain accurate lung
regions that will be further utilized for identification of lung disease patterns. To segment
lung regions, first a chest regional mask was obtained using morphological image filling
function that also eliminates the interior cavities. However, this image is also contained
other regions that must be removed as indicated by red lines. Therefore, to select a chest
regional mask than other objects, a binary image selection function is performed to get
a binary image containing the objects that overlap the pixel from the center point with
8-connected pixels value. Next, a simple bitwise AND (&) operation is performed to
obtain initial lung area segmentation between segmented CT slice image (St), and inverse
of obtained chest regional mask that is given by:

Lung regions = region mask&(∼ St) (15)

From this operation, the chest region is divided into the left and right lungs but may
be due to weak anterior and posterior junction points or diffuse muscle areas so it is very
difficult to separate two lungs. The objective of the lung separation step is to find these
junctions lines and entirely split the right and left lungs. For this purpose, the center point
is used and scans the lung regions. From the maximum points in the y-direction, the lungs
are divided into two parts if the lung region has only one region. After that morphological
area filling operation is performed again to fill the lung regions. The roughness of the
segmented region may be occurred due to bronchial airways tree or tissue patterns inside
the lung regions. Accordingly, a refinement of lung segmentation results is necessary.

3.6. Lung segmentation refinement. This refinement step uses functions from math-
ematical morphology to address three shape-related problems: boundary indentations
caused by the large pulmonary vessels; large boundary bulges caused by the left and right
main-stem bronchi merging into the lungs; and small boundary bulges caused by small
airways near the lung borders. In this step, left and right contour of lungs are used. First,
initialize the structure element (SE) = 10 and disk = SE/6 parameters for this operation.
By using morphological area opening function and CC Labeling algorithm, the objects
having the area of 100 pixels are separated from the lung mask. Afterwards, the whole
connected objects are scanned in both images to find the areas of each object. Next,
determine the first and second largest connected object areas and positions to get left and
right lungs. This process is generated left and right lung masks. At last, smooth left and
right lungs are obtained by applying morphological opening, filling and erode functions.
This was the step in HRCT lung image segmentation that can be used to improve the
performance level of CADe systems.

4. Results. The proposed segmentation algorithm was evaluated using 120 HRCT im-
ages of size 512 × 512 pixels stored in the DICOM format. For performance comparisons,
all images are first preprocessed to enhance the HRCT images and then statistical metric
were used to quantify the effectiveness of segmentation. To assess the segmentation ac-
curacy, the automatic computer-based algorithm was compared with the results obtained
by manual ground truth obtained from an expert radiologist (over 12 years of experience).
Each scan HRCT image slice, the radiologist manually determined the outlines of each
left and right lung borders on this dataset. Overall in this dataset, 240 border images
are obtained from the left and right lung borders on 120 slices. The comparisons between
automatic segmentation and manual tracing are performed using the Hammoude distance
(HD). The HD statistical metric makes a pixel by pixel comparison in such a way that
each pixel classified as lung boundary by the radiologist that were not classified as such by
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the computer-based automatic segmentation and pixels classified as lung boundary by the
automatic segmentation. It means the greater the HD value of automatic segmentation
(A) than manually tracing (B), the lower the segmentation accuracy. The HD metric is
defined as:

HD = (#(A ∪B)−#(A ∩B)/#(A ∪B)) (16)

where # denotes the number of pixels. The mean, average, minimum, maximum and
standard deviation statistics are derived from this HD metric on 120 HRCT slices (total
240 lung images).
The comparison result on this dataset between automatic and manual segmentation

is represented in Table 1. On median and average segmentation errors are obtained on
both lungs (LL: 9.17, LL: 8.30) and (RL: 11.13, RL: 9.47), respectively. The lung border
segmentation error of right lung-region is high in every case. This is due to reason that
it is very difficult to segment RR region because of diffuse tissue patterns or bronchi tree
in the right lung areas when observed in this dataset. However, the mean and standard
deviation for both LL and RL border errors were obtained, i.e., 8.10 ± 4.27 and 9.12 ±
5.14, respectively.
In order to test generality of the automatic segmentation algorithm for HRCT slices,

experiments on different type of image have performed that are captured from different
scanners. Figure 2 shows a comparison between the manually identified lung regions and
the computer-based detected borders. This figure represents the actual difference between
the observer and the computer. From Figures 2(a), 2(b) and 2(c), it can be noticed that
the automatic segmentation can effectively segment lung regions. The detected regions
are indicated by red contours.

Table 1. Comparison results of computer-based and manual segmentation
using HD metric

Method Median average Mean ± Standard deviation Minimum Maximum
Left Lung (LL)

9.17 8.30 8.10 ± 4.27 0.24 11.65
segmentation

Right lung (RL)
11.13 9.47 9.12 ± 5.14 1.58 15.20

segmentation

(a) (b) (c)

Figure 2. An example of comparison between automatic and manual lung
segmentation algorithm, where red outlines indicate compare-based seg-
mentation, and white contour indicate manual border drawn by an expert
radiologist
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To perform a comparative study with the state-of-the-art lung segmentation techniques,
the Jaffar fuzzy [18] and Jaffar Geneticfuzzy algorithms are implemented and tested on
this dataset using HD metric. The comparisons results of the proposed method and two
other are represented in Table 2. From Table 2, the proposed system is achieved lowest
segmentation errors as compared to Jaffar fuzzy and Jaffer Geneticfuzzy methods. This
shows that the significant segmentation results are obtained through a propose system.

Table 2. Comparisons with the state-of-the-art lung segmentation tech-
niques with the proposed method using HD metric

Method
Mean ± Standard Mean ± Standard
deviation (LL)1 deviation (RL)2

Jaffar fuzzy [18] 21.35 ± 10.90 24.13 ± 13.11
Jaffar Geneticfuzzy 17.14 ± 9.20 20.47 ± 10.55

Proposed (P-PDF+PSO + morphology) 8.10 ± 4.27 9.12 ± 5.14
1Left Lung = LL, 2Right Lung = RL

5. Discussion. Accurate lung segmentation in HRCT scan images is essential to detect
and classify disease tissue patterns. The segmentation step of HRCT scan images is diffi-
cult due to diversity of tissue volume or air volume, image acquisition protocol, physical
material properties of the lung parenchyma, and transpulmonary pressure. If the state-of-
the-art segmentation algorithms such as thresholding, edge detection and level set based
are applied to delineate the lung regions for HRCT scan images, then these factors often
influence the results. Due to different factors present in HRCT scan images, it is required
to set up different threshold values or parameters.

An optimal and dynamic threshold value for all HRCT scan images is difficult to find
out. Therefore, this paper makes use of pixels based probability density functions (P-PDF)
to determine the class each pixel belongs to. The parameters of P-PDF are optimized
by particle swarm optimization (PSO) algorithm. In this PSO algorithm, the effective
fitness function is developed to control the convergence of the model. This threshold (P-
PDF + PSO) technique provides an optimal and dynamic threshold value based on pixels
probability weight. In addition, morphological operations are performed to effectively
segment the lung regions. Prior to segmentation, the image is enhanced using AHE and
gamma correction techniques.

The comparison between computer-based automatic segmentation is performed with
manual border traced by an expert radiologist. Figure 2 displays the overall computer-
based and manual tracing lung segmentation results. In order to do performance analysis,
the Hammoude distance (HD) metric is computed with statistical median; average; mean;
standard deviation; minimum and maximum characteristics. The results were tested on
120 HRCT scan slices captured from different scanners. The minimum segmentation er-
rors are 0.24 and 1.58 for left and right lungs, respectively. To evaluate the performance
of the proposed system, the comparisons with Jaffar fuzzy [18] and Jaffar Geneticfuzzy
algorithms are also performed. In order to use Entropy [18] or Fuzzy entropy with Ge-
netic algorithm, a threshold value is obtained, which is not suitable for determining the
accurate regions of both left and right lungs in HRCT scans images. Compared with other
optimization techniques such as GA, the PSO algorithms are provided less search time
in the segmentation, and also have good search stability in the repeated experiments. As
mentioned before, PSO does not employ filtering; specifically, all members in the popula-
tion survive during the entire search process as compared to GA. An integration of PSO
and obtained segmentation result indicates that this method is highly accurate and it can
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potentially be used to classify normal and abnormal lung disease patterns as compared
to state-of-the-art techniques.

6. Conclusion. This paper presents a novel segmentation algorithm for lungs based on
high-resolution computed tomography (HRCT) scan images. This algorithm contained
two major parts: (1) preprocessing to enhance the HRCT scan images, and (2) lung re-
gion segmentation. To preprocess the HRCT scan slice, the HE and gamma correction
techniques are utilized. In order to achieve effective lung segmentation after preprocess-
ing, the pixels-probability density function (P-PDF) is calculated, and its parameter are
optimized by a particle swam optimization (PSO) technique. In the PSO process, a new
control fitness function is also integrated based on divergence measure. This technique is
used to segment the whole CT slice into different regions. However, to select left and right
lung regions, morphological operations are used. The advantage of using proposed seg-
mentation algorithm is that the lung region detection results are not affected by diversity
of tissue volume or air volume, image acquisition protocol, physical material properties of
the lung parenchyma, and transpulmonary pressure. Regardless of the type of scanner,
it can effectively segment both lung regions with low errors. In contrast to the state-of-
the-art segmentation techniques, it is not based on a single threshold value for all type
of images. This segmentation algorithm is based on a dynamic and optimal thresholding
technique.
This segmentation algorithm could be used as an initial step to improve the diagnostic

performance of radiologists with a high sensitivity and a low false-positive (FP) rate for
developing computer-aided diagnostics (CADe) of lungs. This algorithm was tested on
120 HRCT scan images obtained from diverse sources, and ground truth obtained from
an expert radiologist. The comparisons results with the ground truth data and state-of-
the-art techniques show that this method provides an effective segmentation solution.
Although, the conducted experiments suggest that this algorithm provides effective lung

segmentation results in CT scan images. It may provide erroneous segmentation results
if a large portion of patient’s lung was filled with large opacities in a way that the opacity
connects cross borders of lung together. As future work, we will extend our algorithm to
use lung or anatomical knowledge to overcome this drawback. We also plan to detect and
classify normal and abnormal lung tissues.
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