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ABSTRACT. The development of a global-based method for building robust neuro-fuzzy
networks has become an interesting issue. Among the various building methods, the evo-
lutionary algorithms provide robust ways increasing the chances of meeting the optimal
solution. However, evolutionary algorithms may only use a single angle to evaluate the
searching space to obtain the optimal solutions. It implies that they may slowly or even
hardly meet the optimal solution. Thus, the current study provides a novel architec-
ture that uses multiple angles for evaluating the searching space. More specifically, the
novel architecture adopts multiple angles to improve the evolutionary process by dynam-
ically adjusting the searching space. By doing so, the proposed architecture can increase
the chances of meeting the optimal solution. As shown in the results, the proposed ar-
chitecture outperforms other existing evolutionary algorithms. Based on the results, a
framework is proposed to build a benchmark for developing evolutionary algorithms that
consider the multiple angles of the solution space.

Keywords: Neuro-fuzzy network, Evolutionary algorithm, Multiple angles

1. Introduction. The development of modern systems has recently geared towards solv-
ing the complex relationships between input and output patterns [1]. In other words,
modern systems should have the abilities to solve diverse nonlinear problems. However,
classical system designs usually require a mathematical model for solving nonlinear prob-
lems. Such design pattern may strongly depend on the mathematical modeling of plants.
In other words, inaccurate mathematical modeling of plants usually degrades the perfor-
mances of systems, especially for nonlinear and complex problems [2-5]. Thus, the devel-
opment of a model that can efficiently solve complex and nonlinear problems has become
an issue. Among various models, the neuro-fuzzy network is widely used for addressing
nonlinear problems without building complex mathematical models [6]. Tt is due to the
fact that the parameters of neuro-fuzzy network are trained based on a sequence of input
and desired outcome pairs [7]. In other words, the neuro-fuzzy network structure does not
need a mathematical description of the system when modeling the network. Moreover, it
can present the experts’ ambiguity and translate knowledge into computable numerical
data [8]. Overall, the neuro-fuzzy network provides a useful design pattern for building
modern systems that can face the complex and nonlinear relationships between input and
output patterns. Therefore, the development of robust neuro-fuzzy networks that can
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reach the global solution of various complex and nonlinear applications has become an
issue.

Several studies are aimed to develop a learning structure that can build well perform-
ing neuro-fuzzy networks to address the issue above. The learning structure is mainly
used to develop a suitable way for adjusting the parameters of neuro-fuzzy networks [9].
In other words, the learning structure plays an important role in influencing the perfor-
mance of neuro-fuzzy networks. Thus, the development of useful learning structures is an
important issue when modeling neuro-fuzzy networks. Based on this issue, the research
question is “How do you develop a feasible and robust learning structure to construct the
neuro-fuzzy networks?” More specifically, the research question is strongly related to the
development of global-based learning structures [10] that can help neuro-fuzzy networks
meet the optimal solution. Among the various global-based learning structures, the evo-
lutionary algorithms [11], which have the ability of searching for the global solution, are
widely used as the learning structures of neuro-fuzzy networks. Moreover, since evolu-
tionary algorithms are parallel and global search techniques and they can simultaneously
evaluate many points in the search space, they are more likely to converge towards the
optimal solution than the other global-based learning structures.

The evolutionary algorithms seem to be useful solutions to our research question. How-
ever, traditional evolutionary algorithms only focus on a single angle when evaluating the
searching space for finding the optimal solution [12]. More specifically, such algorithms
may adopt the fixed range of the space to search for the solution. In other words, the
searching space in such algorithms cannot adjust according to the performance of each
candidate solution. For instance, if a candidate solution is near the optimal solution, the
candidate solution may still need to search in the large range of space. Therefore, such
algorithms may slowly meet or even hardly meet the optimal solution.

The current study proposes a novel evolutionary algorithm to provide different strate-
gies when searching for the optimal solution and to address the issues stated above.
More specifically, the current study proposes the multiple angles evolutionary algorithm
(MAEA) to evaluate the searching space using multiple angles to adjust the search space.
In other words, the searching space will be adjusted automatically based on the perfor-
mance of each candidate solution. For instance, if a candidate solution is near the optimal
solution, it can be further searched in the small range of space. On the other hand, if
a candidate solution is far away from the optimal solution, it should be further searched
in the large range of space. In doing so, the parameters of neuro-fuzzy networks can be
trained efficiently and their outputs can have higher confidence than traditional networks.
It implies that the proposed MAEA can provide benefits in searching for the optimal so-
lution. In other words, the MAEA can consider various possible solutions in the early
stages but restrict the searching space to find well performing solutions. Thus, the MAEA
provides an efficient way to meet the optimal solution. Moreover, the MAEA can be use-
ful for finding the optimal solution of complex problems (e.g., sunspot prediction [13],
stock prediction [14], and users’ navigation behavior classification [15]), which have large
range of searching space [13]. Such searching spaces are diverse and present difficulties in
meeting the optimal solution [13]. Thus, it would be better if the searched algorithms can
provide multiple considerations to increase the chances of meeting the optimal solution.
Thus, the proposed MAEA can be beneficial for automatically adjusting the searching
space based on the performance of found candidate solutions. In other words, the MAEA
can explore large spaces to find various candidate solutions in the early stages and then
fine-tune the found solutions in the later stages.

In summary, the current study aims to propose a novel evolutionary algorithm that
can consider multiple angles when evaluating the parameters of neuro-fuzzy networks. In
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doing so, neuro-fuzzy networks can increase their chances of meeting the optimal solution.
This paper is organized as follows. Section 2 introduces the related works. Section
3 describes the methodology development. Section 4 presents the illustrative results.
Section 5 summarizes a framework related to the results. Finally, concluding remarks are
drawn in the last section.

2. Related Works. The related works in neuro-fuzzy networks and evolutionary algo-
rithms are shown in the following subsections.

2.1. Neuro-fuzzy networks. Since neuro-fuzzy networks have been successfully applied
in several fields, such as control applications [2], stock prediction [3], and image process-
ing [5], they have recently become a popular research field. The main contribution of
neuro-fuzzy networks is their application in several classical applications for achieving
their desired solutions. More specifically, classical applications usually need an accurate
mathematical model to achieve their purposes. However, constructing a suitable mathe-
matical model to reach the purposes of real-world applications (e.g., stock application and
biometric application) is difficult. Therefore, neuro-fuzzy networks are suitable solutions
for providing robust models that can address the diverse purposes of different applications
because they can strongly avoid their association with mathematical models, especially
for nonlinear and complex problems [16,17].

A neuro-fuzzy network is composed of a forward and backward structure and it is mainly
used for constructing relationships between input and output patterns. The forward
structure is mainly used for producing the output of the network. More specifically,
it consists of a set of fuzzy if-then rules [18], a fuzzy inference mechanism [19], and a
defuzzifier mechanism [20]. These components are shown in Table 1.

TABLE 1. Components of the forward structure

Component Content
fuzzy if-then rules They consist of an antecedent part, which repre-
sents different degrees (membership degrees). Each
input pattern belongs to a membership function
and its consequent part, which indicates the firing
strength of the fuzzy rule.
fuzzy inference mechanism | It is mainly used to conduct fuzzy results.
defuzzifier mechanism It is used to generate crisp outputs.

The backward structure aims to adjust the parameters of a neuro-fuzzy network (i.e.,
the parameters of the antecedent and consequent parts). In other words, the backward
structure can be treated as the learning structure mentioned in Section 1. Several studies
have recently proposed novel learning algorithms to adjust the parameters of fuzzy if-then
rules automatically [21-24]. Among the proposed algorithms, the back-propagation (BP)
algorithm is the most well-known learning algorithm [23,24]. More specifically, BP is used
to train the parameters of neuro-fuzzy networks using the steepest descent technique to
minimize the error function. Since the BP algorithm can be used to adjust the parameters
of neuro-fuzzy networks, it may easily reach the local minima and even never find the
global solution [25]. In addition, the performance of the BP training is mainly associated
with the initial parameters. Moreover, the development of new mathematical expressions
for each network layer of different neuro-fuzzy network topologies is necessary.

To address these disadvantages, the most well-known global learning structures, named
evolutionary algorithms, are proposed to prevent achieving the local optimal solution [26].
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More specifically, evolutionary algorithms can be used to find the optimal solution when
training the parameters of neuro-fuzzy networks. Moreover, evolutionary algorithms can
also be used in different neuro-fuzzy network topologies. In other words, evolutionary al-
gorithms do not need to develop new mathematical expressions for training the parameters
of the different structures of neuro-fuzzy networks. Therefore, evolutionary algorithms are
better candidates than BP algorithms for training the parameters of neuro-fuzzy networks.
Such arguments can also explain why our research question tends to improve evolutionary
algorithms.

2.2. Evolutionary algorithm. Recently, several evolutionary algorithms, such as the
genetic algorithm (GA) [26], genetic programming [27], evolutionary programming [28],
and evolution strategies [29], have been used to train the parameters of neuro-fuzzy net-
works. Such algorithms not only provide parallel and global search techniques to seek
the solutions but also simultaneously evaluate many points in the search space. In other
words, they have more chances of converging towards the global solution than the BP
algorithm. Thus, several studies have recently tried to apply evolutionary algorithms for
seeking the optimal parameters of neuro-fuzzy networks (i.e., evolutionary fuzzy models)
[30-35]. Among various evolutionary fuzzy models, the most well-known model is genetic
fuzzy models [30-32] that used the genetic algorithms (GAs) [36] to train the parameters
of fuzzy models. For instance, Karr applied GAs to designing a fuzzy controller [30]. As
shown in his work, the GAs were mainly used to seek the optimal parameters of each
membership function. Moreover, Lin and Xu recently applied reinforcement GAs to seek-
ing the parameters of the TSK-type neural fuzzy controller [31]. Their work demonstrated
that the trained TSK-type neural fuzzy controller could obtain better performance than
BP algorithms in several control applications.

Researchers have applied GAs to stabilizing a collection of controllable linear multivari-
able systems. More specifically, eigenvalues are used as a fitness function to consider both
the frequency and time domains. It has been shown that the GAs can outperform other
existing methods, implying that GAs can be applied in various complex applications.
Also, GAs has been used to construct an efficient dynamic channel allocation (DCA)
scheme that mainly plays the role of dynamic inter-cell interference coordination (ICIC)
in wireless communication systems. The proposed GA-based scheme can obtain better
performance than other existing schemes, and can deal with many real world problems.

Even though the aforementioned genetic fuzzy models are useful for seeking the optimal
solution, they still possess some challenges that need to be addressed. The major problem
is the process on how to design the criteria for evaluating or generating the candidates
that can be used to obtain the optimal solution. In other words, the development of
a novel architecture to improve the generations of evolutionary algorithms is necessary.
Thus, several studies tended to develop novel architectures to address such issue. For
instance, Smith et al. proposed a symbiotic evolution to provide multiple considerations
when evaluating the candidate solution [37]. More specifically, the symbiotic evolution
divides the whole solution into several partial solutions, and each partial solution can
be characterized as a specialization. The specialization property can ensure the diver-
sity of evolution. In other words, such diversity can prevent a population from meeting
suboptimal solutions. As shown in their work, the symbiotic evolution can obtain good
performance by evaluating the partial solutions. Similar to the research, Gomez and
Schmidhuber proposed the enforced sub-populations (ESP) that adopts multiple consid-
erations to prevent a population from meeting suboptimal solutions [38]. As shown in
their work, the sub-populations were used to evaluate partial solutions. Their results
indicated that the ESP could obtain better performance than systems with only a single
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consideration. More recently, Lin and Xu have applied GAs to seeking the parameters of
the particular NFN (i.e., TSK-type NFN) [39]. Their work indicated that the well-trained
TSK-type NFN have high performance in several prediction applications.

More recently, a hybrid genetic algorithm is proposed to construct the decision-making
system, which can be used to make decisions for solving a series of problems. The hy-
brid GA not only evaluates the assembly sequences but also searches for the optimal
solution for each sequence. As shown, the optimal decision could be obtained using
the proposed hybrid GA, implying that the modification of the genetic algorithm can
increase the chances of meeting the optimal solution. The development of multiple ob-
jects when evaluating solutions to modify the learning structure further is an issue. The
multiple-objectives genetic algorithm (MOGA) has been employed to examining real-life
daily pairing problems in a Taiwanese short-haul airline. The results indicated that the
MOGA could easily address such multiple-objectives issues by offering robust criteria,
implying that the different considerations are helpful for improving the performances of
diverse problems. Moreover, Bowman et al. adopted the MOGA to design the multiple
consideration base fitness functions [40]. As shown in their work, the MOGA can perform
better than traditional GAs for solving the class responsibility assignment problem in
object-oriented analysis.

In addition, an evolutionary algorithm has been developed to synthesize finite-state
machines. More specifically, they used the proposed evolutionary algorithm not only to
address the state assignment NP-complete problem but also to generate an optimal solu-
tion and implement the state machine. The results demonstrated that the evolutionary
algorithm is helpful for implementing state machines using minimal requirements. More-
over, Lin and Hsu proposed the hybrid evolutionary learning algorithm (HELA) to train
the parameters of wavelet neuro-fuzzy networks [41]. As shown in their work, the HELA
consisted of the structure and parameter learning. The former was used to construct the
number of fuzzy rules, whereas the latter was used to adjust the parameters of wavelet
neuro-fuzzy networks. Their results indicated that the HELA outperforms other existing
evolutionary algorithms.

More recently, evolutionary algorithms are also used to tune the parameters of neural
fuzzy networks. More specifically, they proposed the modified differential evolutionary
(MDE) algorithm to model the recurrent functional neural fuzzy network (RENFN). It
is shown that the new evolutionary algorithm not only speeds up the learning curve
but also improves the prediction accuracy, implying that the evolutionary algorithm is
helpful for efficiently adjusting the parameters of neural fuzzy networks. Furthermore,
an observer-based iterative learning control with/without evolutionary programming al-
gorithm has been designed to face the issue of efficiently converging tracking errors in
nonlinear systems. The proposed evolutionary programming not only efficiently searches
for the optimal solution but also reduces evolutionary time, implying that the evolutionary
algorithm can improve the converged performance of nonlinear systems.

Even though the aforementioned studies demonstrated the performance of their pro-
posed architectures, such algorithms only tended to perform the evolutionary processes
(e.g., reproduction, crossover, and mutation) using a single angle. More specifically, such
algorithms cannot consider different angles to let the individuals take suitable actions
in searching for the solution. In other words, the searching space in such algorithms is
fixed when performing the evolutionary processes. Thus, such algorithms may not offer
a suitable searching space to let the well performing individuals generate better offspring
in each generation. Thus, the current study uses multiple angles to improve the perfor-
mance of evolutionary processes in evolutionary algorithms. In other words, the proposed
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evolutionary algorithm can adjust the searching space automatically based on the per-
formance of the individuals. In doing so, the well performing individuals can generate
better offspring in a suitable searching space in each generation. In summary, the current
study proposes a multi-angles evolutionary algorithm (MAEA) to adjust the parameters
of neuro-fuzzy networks. The MAEA can accurately identify the relationships between
input and output patterns by considering multiple angles to improve the performance of
evolutionary processes.

3. Methodology. This section introduces the methodology development of the current
study. More specifically, the neuro-fuzzy network and the MAEA are described in the
following subsections.

3.1. Neuro-fuzzy network. Neuro-fuzzy networks are mainly used for representing the
fuzzy if-then rules of network structures. In doing so, the well-known learning algorithms
of artificial neural networks can be applied to train the fuzzy if-then rules. The main
processes of a neuro-fuzzy network consist of the fuzzy rules, reasoning process, and fuzzy
knowledge based. The fuzzy rules, which are defined by the antecedents and consequents,
are used for modeling the relationships between control inputs and outputs. The reasoning
process is mainly used for defining the means of the employed aggregation operators (i.e.,
fuzzy connectives and fuzzy inference method). The fuzzy knowledge based contains the
definition of fuzzy sets stored in the fuzzy database. Moreover, it also contains a collection
of fuzzy rules that constitute the fuzzy rule base. In general, the Mamdani-type [36]
and Takagi-Sugeno-Kang (TSK) type neuro-fuzzy networks [2,28,42] are the most well-
known neuro-fuzzy networks. The minimum fuzzy implication is used for performing the
fuzzy reasoning of the Mamdani-type neuro-fuzzy network. Moreover, the Mamdani-type
neuro-fuzzy network employs the fuzzy inference method, which uses fuzzy sets to define
consequent parts. A Mamdani-type fuzzy rule is shown below.

IF z is Ay; and x9 is Ay; ... and x, is A, .
THEN y is C} (1)

The TSK-type neuro-fuzzy network provides more implication and aggregation methods
than the Mamdani-type neuro-fuzzy network. More specifically, the first two parts of the
fuzzy inference process, including fuzzifiering the inputs and applying the fuzzy operator is
similar with those of the Mamdani-type neuro-fuzzy network. Moreover, the consequence
of each rule is a function related to the input variables of such network. The general
adopted function is the linear combination of input variables plus a constant term. A
TSK-type fuzzy rule is as follows:

IF 2 is Ay; and x5 is Ay; ... and x, is A, 5

The parameter wy; in Equation (2) represents the constant term that sums the linear
combination of input variables to generate the consequence of the jth rule node. Moreover,
the parameter w;; represents the ¢th parameter that multiplies the ith input variable to
generate the linear combination of input variables. Since the consequence of a rule is
crisp, the defuzzification step becomes obsolete in the TSK inference scheme. Thus, the
model output is computed instead as the weighted average of the crisp rule outputs, which
is computationally less expensive than calculating the center of gravity.

Recently, many studies [2,28,42] have indicated that TSK-type neuro-fuzzy networks
could achieve superior performance than Mamdani-type neuro-fuzzy networks in both net-
work size and learning accuracy. Thus, the current study adopts a TSK-type neuro-fuzzy
network (TNFN) to reach its objectives. In other words, the multi-angles evolutionary
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algorithm, which will be described in the following section, is used to train the parame-
ters of the TNFN. Figure 1 shows the structure of a TNFN, which is a five-layer network
structure. The function of each layer is shown below.

a. Input Layer. This layer is mainly used to collect the input values and deliver these
values to the next layer. In other words, each node in this layer only transmits the input
value to the next layer. The function of each node in this layer is given by

iV =z, (3)

)

where ugk) denotes the input value of the ¢th node in the kth layer and z; denotes the ith
input dimension.

b. Membership Function Layer. This layer computes for the membership degree
that corresponds to each input node in the Input Layer. The membership degree of each
input node that belongs to a fuzzy set [15] is calculated in this layer. Each node in this
layer corresponds to a linguistic label of a particular input node in the Input Layer. The
current study adopted the most well-known Gaussian membership function in this layer

Mernb er ship
Layer

Consequent Output

Input Layer
I - Laver Laver

Rule Layer

F1GURE 1. Structure of the TSK-type neuro-fuzzy network
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[43]. Therefore, the function of each node in this layer is given by

2
o
@) [“ m”]

uij = eXp —0—% (4)

where m;; and o;; are the center and the width of the Gaussian membership function of

the 7th input node ugk) in the jth rule, respectively.

c. Rule Layer. This layer determines the firing strength of each rule. In other words, the
fuzzy inference operation determines each node in this layer. The “AND” fuzzy inference
operation was adopted in the current study [16], i.e., the multiplication operation was
used to compute for the firing strength of each rule. The function of each rule is shown

below.
3 2
- TT g

d. Consequent Layer. The nodes in this layer are mainly used to compute for the
consequent part of each rule. In other words, each node in this layer computes based on
the linear combination of input variables. More specifically, the input nodes in this layer
consist of the outputs delivered from the previous layer and the input variables from the
Input Layer (see Figure 1). The function of each node is given by

u§4) = u§-3) (woj + Z wz‘jxi> (6)
i=1

where w;; are the corresponding parameters of the consequent part.

e. Output Layer. FEach node in this layer is mainly used to compute for the crisp
output value. In other words, the defuzzifier operation is performed in this layer. More
specifically, the outputs of the Rule Layer and Consequent Layer are used to compute for

the crisp output value. The function of this layer is given by
R R n
4 3
= = 1=

(5 _
y=uw—"==—0 3) - R (3) <7)
j; U; - U;

where R is the number of fuzzy rules.

J

3.2. Multi-angles evolutionary algorithm (MAEA). This section introduces the
MAEA, including the learning components (see Section 3.2.1) and learning procedure
(see Section 3.2.2).

3.2.1. Learning components. This subsection describes the main components of the pro-

posed MAEA, including coding, fitness evaluation, reproduction, multi-angles crossover
(MAC), and multi-angles mutation (MAM).

1. Coding. Encoding the adjustable parameters into a chromosome is the first issue of
evolutionary algorithms. In other words, the parameters of the TNFN are encoded
into a chromosome during coding. More specifically, the adjustable parameters of
fuzzy rules are translated into a chromosome to obtain the optimal solution. Ac-
cording to Equation (2), the adjustable parameters of a TSK-type fuzzy rule consist
of an antecedent part and a consequence part. Therefore, the parameters of the
antecedent and consequence parts are encoded into a chromosome. Figure 2 shows
the coding schema of a chromosome, where ¢ represents the ith input node in the
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jth rule. The coding type of the chromosomes in the current study is a float point
type.

le ..+ WnR

|01, |11,)|0) ou(ml.j Ty "'|mnR Our|Wor| Wiy | *°

F1GURE 2. The coding schema of a chromosome

. Fitness Evaluation. The fitness evaluation is mainly used for computing for the
performance of each chromosome in the population. In other words, it is the main
process of the evolution because the fitness value plays an important role in deciding
if the optimal solution is found. A well-designed fitness value can help efficiently
evaluate the population. In the current study, the most well-known root mean square
(RMS) errors [44] are used to evaluate the performance of each individual because
they can robustly reflect the performance of the models. In other words, the fitness
function of the MAEA is designed according to the RMS errors. The fitness function
designed in the current study is given by

FitnessValue = = : (8)
>
i=1

!
Ti—T;

+1

n

where x; and x}, represent the ith output and the ith desired output of the TNFN,
respectively. As shown in Equation (8), the high FitnessValue indicates that the
outputs of the TNFN are close to the desired outputs.
. Reproduction. A reproduction keeps the chromosomes that perform well in each
generation [45]. More specifically, the chromosomes with high fitness value will
have more chances of surviving in the next generation than the chromosomes with
low fitness value. In general, the top half of the chromosomes in the population is
used to reproduce the chromosomes in the top half of the population in the next
generation, whereas the other chromosomes are generated using the crossover and
mutation. The concept of the reproduction is to sum up the fitness values of the top
half of chromosomes in the population and then compute for the fitness ratio of each
chromosome based on the summation of the fitness values. Then, the chromosomes
are reproduced according to the fitness ratio. In the current study, the roulette-
wheel selection is used to select the reproduced chromosomes because it is more
robust than other selection methods [45]. Then, the chromosomes with high fitness
ratio will reproduce more than the chromosomes with low fitness ratio, implying that
chromosomes with good performance have more chances of performing crossover and
mutation to generate the good offspring in the next generation.
. Multi-Angles Crossover. After performing the reproduction, the MAEA will per-
form the crossover to generate new chromosomes by exchanging the values between
the different genes of chromosomes. Exchanging the genes between two parents to
generate the offspring is the major task of the crossover [46]. In doing so, the new
combination of chromosomes will be generated in the next generation. In general,
the chromosomes in the top half of the population are used to perform the crossover
and to generate the chromosomes in the other half of the population, implying that
the crossover can seek the different combinations of the chromosomes that perform
well to find the optimal solution.

Even though the crossover offers the aforementioned benefits, only a single angle,
or a single action, can be used to perform the crossover. More specifically, the
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crossover in the previous evolutionary algorithms only exchanges the genes that
were randomly selected [29-36,40,41]. In other words, there is no idea to consider
the fitness value to provide the different actions that are used to generate the range
of genes for generating the different combinations of chromosomes. More specifically,
using a random process to generate the searching range of genes may be difficult to
use for finding the optimal solution especially when the solution is near the optimal
solution. For instance, if chromosomes are near the optimal solution, they need to
search for the optimal solution in a small searching range. On the other hand, if
the chromosomes are far away from the optimal solution, they need to search for
the optimal solution in a large searching range. Thus, multiple strategies based
on the fitness value are necessary when performing the crossover. In doing so, the
evolutionary process can increase chances of finding the optimal solution.

Therefore, the proposed MAEA uses the multi-angles crossover (MAC) to consider
the fitness value when performing the crossover. The consideration of the fitness
value to provide different actions when performing the crossover is the main concept
of the MAC. More specifically, the MAC uses the fitness value of parent chromosomes
to determine the number of genes used to generate offspring in the next generation.
In doing so, the parents with low fitness value may seek the optimal solution by
exchanging many genes. On the other hand, the parents with high fitness value may
seek the optimal solution by exchanging a few genes. The details of the MAC are as
follows:

CrossoverSite; = Rand(chrLength) (9)
MaxCroPoints = chrLength x (MaxFitnessvalue — Fitnessvalue)  (10)
CrossoverSites = CrossoverSite; + Rand(£MaxCroPoints)
CrossoverSites € [1, chr Length]

where
CrossoverSite; is the first crossover site used to perform the MAC.
CrossoverSites is the second crossover site used to perform the MAC.
Max Fitnessvalue is the maximal value of fitness value
(In this study, the MaxFitnessvalue is 1.00).

chrLength is the length of a chromosome.

(12)

MaxCroPoints is the range used to decide the C'rossoverSites.

As shown in Equation (10), MaxCroPoints and FitnessValue have an inverse re-
lationship, implying that the MAC can exchange many genes of the two parent
chromosomes with low performance to generate the offspring. On the other hand,
the MAC can exchange a few genes of the two parent chromosomes with high perfor-
mance (see Equations (9)-(11)). The current study adopts the two-point crossover to
exchange the genes between CrossoverSite; and CrossoverSite; from the two parents
[47]. Figure 3 shows the two-point crossover. The MAEA can robustly produce the
different combinations of the chromosomes according to their FitnessValue to seek
the optimal solution when performing the MAC.

. Multi-Angles Mutation. Even though the crossover can generate different com-

binations of the chromosomes by exchanging the existing genes, it cannot generate
a new value. In this case, the evolution may only depend on the initial value of
the chromosomes, and thus it may never find the optimal solution. Thus, attending
new values in existing chromosomes to extend the searching space for seeking the
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CrossoverSite1 CrossoverSite2

My |01 |11151|O 51| ®*9 71 (T ;| @@ 5|0, 0l Wor | Wiq| W, | **Y Wi
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\J
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FIGURE 3. The two-point crossover

optimal solution is necessary. The mutation is a way to address such issue. The
mutation is mainly used for generating a new gene that replaces the existing gene in
chromosomes [48]. In doing so, the chromosomes can extend their searching space
to seek the optimal solution.

Aside from the MAC, the MAEA also uses the MAM to consider the fitness value
when performing the mutation and to provide an efficient way of performing the
mutation. Providing multiple strategies to adjust the searching space is the main
concept of the MAM. More specifically, the MAM can consider the fitness value not
only to determine the number of mutation genes but also to define the range values
used to update the mutation genes. In doing so, the searching space may self-adapt
according to the fitness value. For example, the chromosomes with low fitness value
may seek the optimal solution by considering many mutation points and updating
each mutation point using a large value range. On the other hand, the chromosomes
with high fitness value may seek the optimal solution by considering few mutation
points and updating each mutation point using a small value range. The details of
the MAM are as follows:

CurMazxMutPoints = MaxMutPoints x (FitnessRange)
FitnessRange = Max FitnessV alue — FitnessV alue
MutPoints = Rand(CurMaxMut Points)

MutSite, = Rand(chrLength),p =1,2,3,--- MutPoints
Chratusite, = Chrafussite, + MutValue

MutSite, = Rand(chrLength),p =1,2,3,--- MutPoints

where

MaxMut Points represents the predefined maximal mutation points.
CurMaxMutPoints is the maximal mutation points in current generation.
MutPoints is the number of mutation sites used to perform the MAM.

MutSite, is the pth mutation site of the mutated chromosome. (19)
Chripusite, is the MutSiteyth gene of the mutated chromosome.

RangeV alue is the predefined value related to the input space.

The aforementioned equations indicate that the MutPoints and FitnessValue have
an inverse relationship (see Equations (13)-(15)). Moreover, the MutValue and Fit-
nessValue also have an inverse relationship (see Equations (16)-(18)), implying that
the MAM can roughly adjust many genes of the chromosome with low performance
and finely adjust few genes of the chromosomes with high performance. In doing so,
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the MAEA can robustly adjust the parameters of the TNFN when performing the
mutation.

In summary, the proposed MAEA can contribute in the consideration of the different
angles for evaluating the chromosomes. More specifically, the crossover and mutation
processes are modified in the proposed MAEA. These processes were redesigned to meet
the proposed fitness value. The number of crossover points may be changed according
to the fitness value of an individual. The mutation point and mutated value may be
changed according to the fitness value of an individual. Details on the unique benefits of
each method are shown in Table 2.

TABLE 2. The unique benefits of the proposed MAEA

Features Benefits

MAC 1. Considers the multiple angles to perform crossover.

2. The individual with low fitness value may exchange many points
to find the optimal solution.

3. The individual with high fitness value may exchange a few points
to find the optimal solution.

MAE 1. Considers the multiple angles to perform mutation.

2. The individual with low fitness value may choose many points to
mutate to find the optimal solution.

3. The individual with high fitness value may choose a few points to
mutate to find the optimal solution.

4. The individual with low fitness value may mutate a point in a
large range to find the optimal solution.

5. The individual with high fitness value may mutate a point in a
small range to find the optimal solution.

3.2.2. Learning procedure. This section introduces the learning procedure of the MAEA
(see Equation (4)). As can be seen in Figure 4, the procedure of the MAEA consists of
eight steps as follows:

1. The initial population, which consists of several chromosomes, is generated based on
the coding schema (see Figure 2). Each gene of a chromosome is generated randomly
according to the predefined RangeValue.

2. The Fitness Evaluation is performed to evaluate the performance of each chromosome
in the population. In other words, Equation (8) is used to compute for the fitness
value of each chromosome.

3. The MAEA then judges if the evolutionary process is finished based on a predefined
criterion. In general, the criterion is defined according to a predefined generation
time or predefined desired fitness value [49,50]. In the current study, the predefined
generation time is used to judge if the evolutionary process is finished.

4. If the evolutionary process is not yet finished, the MAEA performs the reproduction
to keep the well performing chromosomes on the top half of the population.

5. After performing the reproduction, the MAEA then performs the crossover step.
More specifically, a rate will be generated randomly to judge if the crossover is
performed based on the predefined CrossoverRate. If the crossover is necessary, the
evolutionary process will continue to step 6; otherwise, it will skip to step 7.
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6. If the random rate is greater than CrossoverRate, the MAC is performed. The
parents used for performing the MAC are chosen randomly from the top half of the
population.

7. The MAEA then performs the mutation step. Similar to the crossover step, a rate
will be generated randomly to judge if the mutation is performed based on the
predefined MutationRate. If the mutation is necessary, the evolutionary process will
go to step 8; otherwise, the evolutionary process will go back to step 2 until the
predefined criterion is reached.

8. The MAM is performed in this step. More specifically, the chromosome is selected
from the newly generated chromosomes randomly. Then, the MAM is performed
based on the selected chromosomes. The evolutionary process then goes back to

step 2 to evaluate the mutated chromosomes.
Step 1

FIGURE 4. Procedures of the MAEA

4. Tllustrative Examples. This section discusses the two simulations used for investi-
gating the performance of the proposed MAEA. In the first example, a simple chaotic
signal [51] is applied not only to investigate the benefits of the MAEA but also to demon-
strate the performance of each component. In the second example, a complex chaotic time
series [52] was applied to evaluate the robustness and efficiency of the proposed MAEA.

4.1. Prediction of a simple chaotic signal. In this example, a time series prediction
problem is used to evaluate the performance of the proposed MAEA. More specifically,
a simple chaotic signal related to a one-step-ahead prediction [51] is used to investigate
the performance of the proposed MAEA because such chaotic signal is easy to implement
and it can easily obtain a good prediction performance. Thus, the simple chaotic signal
can be used as a benchmark for evaluating not only the benefits of the MAEA but also
the performance of each component. The MAEA is used to train the parameters of the
TNFN, which is used to predict the chaotic signal. Thus, the chaotic signal should be
identified first. The function related to the chaotic signal can be described as follows [51]:

z(k+1) =azx(k)(1 —z(k)) (20)

According to Equation (20), the time series is generated based on the value of the
parameter 1. More specifically, the time series plays an important role in influencing the
generated time series. For instance, the system has a single fixed point at the origin when
T < 1. In this case, the time series becomes constant. On the other hand, the system
generates a periodic attractor when 7' > 3. Moreover, the system becomes chaotic when
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T > 3.6. In general, this example chooses T' of 3.8 for generating the chaotic signal [36].
Moreover, the first 60 pairs (i.e., (1)-z(60)), which are generated using the initial value
of 0.001 (i.e., (1) = 0.001), are used as the training patterns for modeling the TNFN.
The other 100 pairs (i.e., 2(1)-2(100)), which are generated using the initial value of 0.9,
are used as the testing data set to validate the well-trained TNFN.

In addition, deciding the predefined parameters of the MAEA has always been an issue.
Thus, the current study adopts a parameter exploration, which was first proposed by
De Jong [53], to decide the suitable predefined parameters. The parameter exploration
is useful when the dataset is not large. Thus, it is suitable for this example because
the dataset generated from Equation (20) is not large. For this reason, the parameter
exploration was applied to decide the predefined parameters of the proposed MAEA. More
specifically, the parameter exploration uses the different ranges of the value to evaluate
the performance of the MAEA and to judge if the value is suitable. For instance, the
number of fuzzy rules ranges from 3 to 15 in increments of 1, the number of chromosomes
in a population (population size) ranges from 10 to 120 in increments of 10, the crossover
rate ranges from 0.20 to 1.00 in increments of 0.05, and the mutation rate ranges from
0.0 to 0.3 in exponential increments. The other parameters of the MAEA are defined
similar to the procedures above. The parameters are defined according to the parameters
that can enable the MAEA to obtain the best fitness value in small generation times.
Table 3 shows the definition of the parameters of the proposed MAEA obtained after
performing parameter exploration. Even though the parameter exploration can provide
a systematic way for investigating the different ranges of each parameter, it may have
difficulties in deciding the benchmark of the range in each parameter. In other words,
performing parameter exploration is necessary for deciding the range of the parameters
of different applications. Thus, providing a self-adapting architecture can be considered
in future works to decide the suitable range of each parameter in the proposed MAEA.

TABLE 3. The predefined parameters of the MAEA

Parameters Value

The number of rules 4

The number of chromosomes in a population 30

The number of generation times 100
MazxMutationNum )
RangeValue for weight [1.500, —1.500]
RangeValue for membership functions [3.000, —3.000]
Mutation rate 0.3
Crossover rate 0.5

After deciding the parameters, the MAEA was then used to perform the evolutionary
process. The simulation was conducted for 30 runs and each run started with the same
initial parameters. The simulation was used to evaluate the performance of the proposed
algorithm in 30 runs. In doing so, reliable evidence on the performance of the proposed
MAEA was obtained.

Figure 5(a) shows the learning curves of the 30 runs performed using the MAEA. The
fitness value was translated to represent the RMS error [44] using the following equation
to easily investigate the performance of each learning curve:

RM Serror = (21)
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As can be seen in Figure 5(a), each learning curve can reach the low RMS error, which
was close to 0.002, implying that the proposed MAEA can obtain good performance
in 30 runs. A tradition genetic algorithm (GA) [27] was compared with the MAEA to
further demonstrate the performance of the proposed MAEA. Similar to the MAEA, the
parameters of the traditional GA were defined using parameter exploration. Moreover,
the traditional GA was used to perform a simulation for 30 runs. Figure 5(b) shows
the 30 learning curves of the traditional GA. Comparing the learning curves in Figure
5(a) to those in Figure 5(b), the proposed MAEA was shown able to outperform the
traditional GA dramatically because the proposed MAEA can consider multiple angles
when performing the crossover (i.e., MAC) and mutation (i.e., MAM) processes, which can
adjust the search space and range according to the fitness value of chromosomes. Thus,
the MAEA can generate efficient candidate solutions. In addition, the learning curves in
Figure 5(a) decreased faster compared to those of in Figure 5(b), demonstrating that the
MAEA can increase its chances of searching the better solution in each generation using
the proposed MAC and MAM.

3 T T T T T T T T T 0.07

RMS errars
RMS errors

L L L L L L L L L L L L L L L L L L
0 10 20 30 40 50 60 70 G0 90 100 0 10 20 30 40 50 60 70 &0 90 100
Generations Generations

(a) (b)

FIGURE 5. The learning curves of (a) the MAEA and (b) the traditional GA
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FIGURE 7. The testing prediction results (a) and errors (b) of the tradi-
tional GA

The testing results were investigated to further validate the argument stated above.
Figure 6 shows the testing results (see Figure 6(a)) and testing errors (see Figure 6(b))
between the desired outputs of the MAEA and the outputs obtained using the well-
trained TNFN. Figure 7 shows the testing results and errors of the traditional GA. As
can be seen in Figures 6 and 7, the MAEA outperforms the traditional GA, implying that
the proposed MAEA can adjust the parameters of the TNFN more efficiently than the
traditional GA.

In addition, the other existing well-known genetic algorithms mentioned in Section 2
[27,34-36,41] were compared with the MAEA to provide reliable evidence on the perfor-
mance of the MAEA. Similar to the MAEA, the parameters of the other algorithms were
defined using parameter exploration. Moreover, each algorithm was used to perform a
simulation for 30 runs. The simulation environment is shown in Table 4.

TABLE 4. The simulation environment

Equipment Dec.
CPU Intel Core 15 2.6GHz
RAM 4GB
oS Windows 7
Software Java (SE 6)
Mode Command mode

The aforementioned computing issues indicated that the proposed MAEA and the other
methods run in the standard framework for the simulation. In other words, the computing
results were run in a fair computing environment, implying that the proposed MAEA can
easily be implemented since it can be run in a common environment.

The performances of the compared genetic algorithms in the training step, including
the mean and standard deviation values of the RMS errors and CPU time are shown in
Table 5. As can be seen in the table, the MAEA outperformed the other algorithms.
Since the performance of the evolutionary algorithms proposed in [36,41] are close to the
MAEA, they are too complex to implement. Moreover, such evolutionary process is time
consuming. The results shown in Table 5 indicate that the MAEA not only spends smaller
CPU time but also obtains lower RMS errors than other algorithms.
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TABLE 5. The performance comparison of various existing models

RMS errors (Training) RMS errors (Testing) CPU Time (Training)

Method Mean Deviation Mean  Deviation Mean Deviation

(second) (second)
MAEA | 0.00098 0.00015 0.00103 0.00018 1.32 0.15
[27] 0.01042 0.003 0.01107 0.007 2.13 0.24
[34] 0.00663 0.0022 0.00684 0.0024 4.18 0.63
[35] 0.00418 0.0018 0.00446 0.0021 4.03 0.49
[36] 0.00174 0.00034 0.00191 0.00047 12.73 2.16
[41] 0.00151 0.00058 0.00163  0.00063 10.17 3.81

In short, the MAEA demonstrated higher performance than the other existing algo-
rithms via the MAC and MAM. More specifically, the MAC and MAM consider multiple
angles to perform the crossover and mutation to let the evolutionary process seek in not
only a large searching space or range when the solution is far away from the optimal
solution but also in a small space or range when the solution is near the optimal solution.
Thus, the MAEA performs better than other existing evolutionary algorithms.

Even though the aforementioned results indicate that the MAEA can robustly adjust
the parameters of the TNFN and obtain the highest performance among various exist-
ing evolutionary algorithms, only the whole MAEA is used to evaluate its performance.
In other words, each component of the MAEA, including the MAC and MAM, cannot
be evaluated independently. Therefore, the contribution of each component cannot be
demonstrated. Thus, the current study investigates each component of the MAEA to
demonstrate the performance of the MAEA.

Three types of models, including MAEA, MAEA-MAC, and MAEA-MAM, as shown
in Table 6, were used to evaluate the training and testing performances. The MAEA-
MAC adopts the traditional two-point crossover [47] instead of the proposed MAC in the
MAEA to exchange the genes between offspring. In other words, only the proposed MAM
was used to consider the multiple angles for mutating the chromosomes. The MSE-MAM
used the traditional unit mutation [58] to mutate the unit gene of a single chromosome.
Thus, only the proposed MAC was used in the crossover.

TABLE 6. The training and testing results of different components

RMS errors RMS errors CPU Time
(Training) (Testing) (Training)
Method . . . . Mean Deviation
Mean Deviation Mean Deviation
(second) (second)
MAEA 0.00098 0.00015 0.00103 0.00018 1.32 0.15
MAEA-MAC | 0.00117 0.00020 0.00126 0.00023 1.35 0.17
MAEA-MAM | 0.00131 0.00026 0.00143 0.00031 1.41 0.21

As can be seen in the training and testing results in Table 6, the MAEA-MAC out-
performed the MAEA-MAM. In other words, the MAC can obtain better performance
than the MAM because it uses the crossover as its main evolutionary process for finding
the optimal solution [54], and thus the modifications in the crossover step can obtain
much more benefits than those in the mutation step. However, as can be seen in Table 6,
the MAEA, which combines both the MAC and MAM, can obtain the best performance
among the three types of models. Thus, each component of the MAEA was shown to be
necessary in improving the performance of meeting optimal solution.
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Compared with other existing methods, the MAEA has the following features:

1. The MAEA can increase its chances of meeting the optimal solution because it uses
multiple angles for considering different strategies that can find the optimal solution.

2. The MAEA can reduce the evolutionary generations because it can seek the solution
efficiently. More specifically, the MAEA can explore in a large searching space when
the individuals perform poorly. Moreover, it can also reduce the searching space if
the individuals perform well.

3. The MAEA can obtain smooth learning curves because it can perform MAC and
MAM, which consider various candidate solutions efficiently. More specifically, the
MAC and MAM can explore large ranges of searching space when the candidate
solutions are far away from the optimal solution but they investigate in a small
searching space when the solutions are near the optimal solution. Such consideration
is helpful for evolutionary algorithms when considering various candidate solutions
that can find the optimal solution in the early stages. Moreover, the MAC and MAM
can also focus on particular potential solutions to meet the optimal solution in the
latter stages.

4. The population size of the proposed MAEA can be reduced because the algorithm
provides an efficient way of meeting the optimal solution, as shown in the parameter
exploration. Therefore, only few chromosomes are necessary to perform evolution.

4.2. Prediction of the chaotic time series. Even though the benefits of the MAEA
were demonstrated in Section 4.1, the example is too simple to demonstrate the robustness
and efficiency of the MAEA. Thus, in this section, another complex chaotic time series
problem, named the Mackey-Glass chaotic time series [52], is used to demonstrate the
robustness and efficiency of the MAEA. The following equation describes the function
related to such kind of chaotic signal.

de(t)  0.2z(t—7)
dt - 1+z9(t—7)
As shown in Equation (22), x(t) was considered to generate the chaotic time series

using the delay differential equation. The following equations were used to generate and
identify the input and output patterns [52].

Input Pattern = [x(t — 18),z(t — 12), z(t — 6), z(1)] (23)
Output Pattern = x(t + 6) (24)

— 0.1z(t) (22)

According to Equations (23) and (24), each training pattern consists of an input pattern
and an output pattern. The input pattern consists of four past values of z(t), and the
output pattern represents the value x(t + At), where At is a time prediction value. In
general, the chaotic time series can be generated using 7 = 17 and z(0) = 1.2 [36].
Moreover, the first 500 pairs (i.e., (1)-2(500)) are used as training patterns to model the
TNFN, whereas the other 500 pairs (i.e., (501)-2(1000)) are used as the testing data set
to validate the well-trained TNFN.

In this example, the normalized root mean square error (NRMS error) [55] was used to
evaluate the performance of the MAEA and provide reliable simulation results because
the NRMS error is a benchmark when evaluating the Mackey-Glass chaotic time series
[36,55]. More specifically, the NRMS error can be computed based on the RMS error.
The NRMS error can be calculated as follows:

N, 1/2
NRMSE - - iZ(Yl(HG) ~ Y4t +6)?| (25)

O t
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where o, is the estimated variance of the data, N; is the number of the training data,
YA(t + 6) = z(t + 6) is the desired value, Y;(t + 6) is the predicted value obtained from
the model.

In addition, the parameter exploration shown in Section 4.1 was also applied to decide
the predefined parameters of the proposed MAEA (see Table 7). Moreover, the simulation
was conducted for 30 runs and each run started with the same initial parameters.

TABLE 7. The predefined parameters of the MAEA

Parameters Value

The number of rules 6

The number of chromosomes in a population 30

The number of generation times 300
MazMutationNum 9
RangeValue for weight [5.000, —5.000]
RangeValue for membership functions [2.500, —2.500]
Mutation rate 0.2
Crossover rate 0.4

Figure 8(a) shows the learning curves of the MAEA, where each curve can reach the low
NRMS error, which was close to 0.005, implying that the proposed MAEA can continue
its good performance when solving such complex problem. Moreover, the traditional
GA [27] was compared with the MAEA. Figure 8(b) shows the 30 learning curves of the
traditional GA, which further demonstrates that the proposed MAEA can outperform
the traditional GA dramatically since the MAC and MAM are helpful for improving
performance (see Figures 7(a) and 8(b). Moreover, the testing results of the MAEA (see
Figure 9) and traditional GA (see Figure 10) were investigated to further investigate the
argument stated above. As can be seen in Figures 9 and 10 the testing results of the
MAEA outperformed the results of the GA, implying that the MAEA performs robustly
and efficiently when solving different complex time series problems.

In addition, other existing well-known genetic algorithms (i.e., [27,34-36,41]) were com-
pared with the MAEA to provide reliable evidence on the aforementioned argument. The
performances of the compared genetic algorithms in both training and testing steps, in-
cluding the mean and standard deviation values of NRMS errors and CPU time are shown
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FIGURE 8. The learning curves of (a) the MAEA and (b) the traditional GA
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TABLE 8. The performance comparison of various existing models

RMS errors (Training) RMS errors (Testing) CPU Time (Training)
Method B
.. .. Mean Deviation
Mean Deviation Mean Deviation
(second) (second)
MAEA | 0.0038 0.00065 0.0041 0.00073 41.28 2.47
[27] 0.032 0.00684 0.041 0.00767 62.85 3.50
[34] 0.025 0.0091 0.034 0.0101 78.42 6.34
[35] 0.023 0.0083 0.029 0.0091 75.30 5.83
[36] 0.0089 0.0012 0.0093 0.0015 258.81 97.52
[41] 0.0076 0.0014 0.0082 0.0016 196.26 89.73

in Table 8. The MAEA not only spends smaller CPU time but also obtains lower NRMS
errors than other algorithms in both training and testing steps.

In summary, the proposed MAEA has higher performance via the MAC and MAM
than other existing evolutionary algorithms. Moreover, the MAEA is suitable for solving
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different complex problems. In other words, the MAEA can robustly and efficiently adjust
the parameters of the TNFN to face different complex problems, implying that multiple
angles are useful for seeking the suitable searching space or range that can increase the
chances of meeting the optimal solution. Thus, the MAEA can obtain better performance
than other existing evolutionary algorithms.

4.3. Prediction of the sunspot number. The sunspot numbers from 1700 to 2004
exhibit nonlinear, non-stationary, and non-Gaussian cycles. In other words, the sunspot
numbers are complex and even difficult to predict [13], and thus they can demonstrate if
the proposed MAEA is suitable for practical applications. The input patterns used for
predicting the sunspot in the proposed MAEA can be described as follows:

zi(t) = y*(t — 1), wherei=1,2,3. (26)

where t represents the year and y?(t) is the sunspot numbers at the tth year. In this
example, the first 180 years (from 1705 to 1884) of the sunspot numbers are used as
training data set while the remaining 119 years (from 1885 to 2004) of the sunspot numbers
are used as testing data set. The simulation was conducted for 30 runs and each run
started with the same initial parameters. Figure 11 shows the learning curves of the
MAEA in 30 runs. As can be seen in the figure, each curve can reach the low RMS
error, which was close to 7.06, implying that the proposed MAEA can still keep reaching
the good performance when solving practical applications. Moreover, Figure 12 shows
the prediction results of the MAEA, further implying that the proposed MAEA can still
obtain robust and efficient results in such practical application.

40

35

RMS error

Generations

FicUurE 11. The learning curves of the MAEA in the prediction of the
sunspot number

In addition, similar to the previous two examples, other existing well-known genetic
algorithms (i.e., [27,34-36,41]) were compared with the MAEA to provide reliable evidence
on the argument that the MAEA is suitable for practical applications. The performances
of these compared genetic algorithms in both training and testing steps, including the
mean and standard deviation values of RMS errors and CPU time are shown in Table 9.
The MAEA not only spends smaller CPU time but also obtains lower RMS errors than
other algorithms in both training and testing steps. Moreover, two performance indices,
as shown in Table 10, were used to further investigate the training and forecasting error



7814

P.-C. HUNG, S.-F. LIN AND Y.-C. HSU

200

180

160

140

& 120
& 100 X
3

O g |
60
40
20

mmmmmmmmmmmmmmmmm

HHHHHHHHHHHHHHHHH

30

20 +

.1||||||| Sl ~’|m:.!§.:
, ||lIII|I|||I|||||||||||I|liii||iiii||||||i|||||||||ii|||I|||I|||I|||I|||I|||I||||I|||I|||I |
_ Iii|i|||I|||I|||||||||||I||||I|||I|||I|||I|||I|||I||||I|||I|||I|||I|||I|||I|||I||||I|||I|||I

FIGURE 12. The prediction results (a) and errors (b) of the MAEA

TABLE 9. The performance comparison of various existing models in the

prediction of sunspot number

RMS errors (Training) RMS errors (Testing) CPU Time (Training)

Method —
. . . . Mean Deviation
Mean Deviation Mean Deviation
(second) (second)
MAEA | 5.43 0.46 5.78 0.73 93.57 3.53
[27] 28.37 3.35 32.78 4.12 143.54 6.83
[34] 19.51 1.86 20.94 2.23 257.13 8.72
[35] 14.76 1.31 16.78 1.76 216.87 9.69
[36] 11.86 0.95 12.57 1.12 398.59 25.46
[41] 9.12 0.83 10.36 1.03 363.74 19.57

TABLE 10. Training and forecasting error comparison of various existing

models in the prediction of sunspot number

Training error  Forecasting error

Method Mean Deviation Mean Deviation
MAEA | 4.13 0.31 6.74 0.48
27] 12.92 1.87 18.76 2.05
34] 10.65 1.10 15.68 1.89
[35] 8.45 0.98 13.68 1.63
36] 7.83 0.86 12.58 1.05
[41] 7.12 0.81 11.96 0.98

of the aforementioned methods. The two performance indices are:

1884 | 4
t)—y(t
Training error: Z W
t=1705

2004 | g
1) —yl(t
Forecasting error: E M

119
t=1885

(27)

(28)

where y%(t) represents the desired sunspot numbers at the tth year and y(¢) indicates
the output of the MAEA at the tth year. Table 10 shows that the proposed MAEA can

obtain better performance in both of the training and testing cases.
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In summary, this example demonstrated that the MAEA can be successfully applied to
practical applications because the performances of the predicted sunspots are better than
other existing models. Moreover, the MAEA can also reduce the time spent in seeking the
optimal solution, implying that the MAEA is helpful for not only increasing the chances
of meeting the optimal solution but also for reducing the time consumed.

5. The Development of the Framework. This study shows that the proposed MAEA
is a suitable algorithm for improving the performance of neuro-fuzzy networks by consid-
ering multiple angles to adjust the searching space and range. Moreover, it also indicates
that the MAEA can perform better than existing evolutionary algorithms. In brief, the
MAEA can be used to reach the objectives of the current study. Based on the results, a
framework was developed to provide a guideline for implementing the evolutionary algo-
rithm, which can apply multiple angles to increasing the chances of meeting the optimal
solution when constructing neuro-fuzzy networks. Figure 13 shows the details of the
framework.
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F1GURE 13. The framework of the multi-angles evolutionary algorithm

As can be seen in Figure 13, the training patterns capturer is mainly used to capture the
input and output patterns, which are used to train neuro-fuzzy networks. The neuro-fuzzy
networks are mainly used to obtain the relationships between the captured input patterns
and the outcomes. The evolutionary process is used to help the neuro-fuzzy networks
find the optimal relationship between the captured input patterns and the outcomes.
More specifically, the multiple angles evaluator is mainly used to judge if the neuro-
fuzzy networks are good enough and the evaluation criterion is used to define multiple
angles, which are then used to adjust the searching space and range when performing the
evolutionary process.

After finishing the evolutionary process, the recorder is used to store the best solution
(e.g., the best combination of the parameters of the TNFN). The recorder saves the
fruitful results of the evolutionary process. Moreover, it can also help in the constructing
the neuro-fuzzy networks that are used to address real applications.

In summary, the framework is helpful for developing an architecture that can help
neuro-fuzzy networks meet the optimal solution. More specifically, the framework can
use multiple angles to adjust the searching space and range automatically and to let the
evolutionary process seek the optimal solution in a suitable searching space and range. In
doing so, the performance of the evolutionary process can be improved. Thus, the frame-
work can be treated as a benchmark when developing the feasible and robust evolutionary
algorithm for seeking the optimal solution of neuro-fuzzy networks.
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6. Conclusions. This study aims to develop a feasible and robust architecture to seek the
optimal solution when constructing neuro-fuzzy networks. Thus, the MAEA was proposed
to consider multiple angles when adjusting the searching space to improve the performance
of evolutionary process. Moreover, the MAEA was used to adjust the parameters of the
TNFEFN. As shown in the results, the MAEA can efficiently adjust the parameters of the
TNFN to find the suitable relationship between the input patterns and the outcomes
by considering multiple angles. Thus, a framework was proposed based on the results
to provide a guideline for the development of a novel architecture that can increase the
chances of meeting the optimal solution by considering multiple angles.

Even though the MAEA can efficiently seek the optimal solution by considering multiple
angles, some limitations should be considered in future works. More specifically, some
parameters of the MAEA, including the crossover and mutation rate, population size,
generation times, number of fuzzy rules, and value ranges should be predefined. Thus, an
automatic and robust way of defining such parameters is necessary. Besides, the MAEA
was only used to adjust the parameters of the TNFNs. The other issues of future works
need to apply the MAEA to other applications (e.g., neural networks [12], fuzzy controllers
[30], and stock predictors [3]) to demonstrate that the proposed framework is suitable for
various fields. Moreover, since the proposed MAC and MAM play important roles in
the MAEA, the manner by which the performance can be improved in future works is
necessary. For instance, the self-adapter architecture [39] may be used to automatically
decide the suitable point or updated value based on the performance of each individual.
In doing so, the performances of the crossover and mutation processes may be improved.
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