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ABSTRACT. In the generic mobile location problem for locating mobile terminals in a
network, assignment of cells to either “reporting” or “non-reporting” cells is an NP-
complete problem with known exponential complexity, also known as the reporting cell
planning (RCP). The number of reporting cells as well as their locations must be carefully
determined to balance the registration (location update) and search (paging) operations
to minimize the cost of RCP. In this paper, we propose binary particle swarm optimiza-
tion (BPSO) for optimal design of RCP. Our extensive set of experimental simulations
demonstrates the effectiveness of BPSO; BPSO also proved to be a competitive approach
in terms of quality of solution for the optimal design of several benchmark problems. Re-
sults also provide invaluable insights into the nature of this classical formidable problem
and its effective solutions.

Keywords: Mobile computing, Location management, Reporting cell planning (RCP),
Binary particle swarm optimization (BPSO)

1. Introduction. Mobile communication systems pose hard challenges to planners in-
volved in mobile terminal location tracking or location management. One of the problems
faced by planners is that of providing a satisfactory level of QoS (Quality of Service) in
a cost-effective manner. An important aspect of QoS is fast service access to customers.
Fast service access involves keeping track of the location of users, while they are mov-
ing around the network without being involved in calls. In a mobile network, location
databases are used to keep track of Mobile Terminals (MT) so that incoming calls can be
directed to requested mobile terminals at all times. The commonly used off-line location
management strategies [19] include always-update, never-update, time-based, movement-
based, distance-based, paging cells, and location area (LA) schemes. In the LA scheme,
a mobile network is partitioned into location areas (LLAs). Each location area consists of
a group of cells in the network. Mobile terminals (MTs) are then forced to update their
location whenever they move from one location area (LA) to another. The system knows
the current location areas (LAs) of all mobile terminals (MTs). Because of the partition
of the network, when a call arrives (for a user), the search (paging) is restricted to only
the cells within the location area (LA). Another approach used in location management
is to designate each cell in the network as a reporting cell or a non-reporting cell. In
this scheme, when a mobile terminal enters any of the reporting cells a location update
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is performed. When a call arrives (for a user), the search is restricted to the last updated
reporting cell and its neighboring non-reporting cells.

The important aspect of this location management in mobile computing networks in
location area scheme is: what is the best/optimal topology of the location areas in the
network, such that the network performance is best with minimum cost [18]. The two con-
flicting cost components considered in location management problem are: location update
(registration) cost, and searching (paging cost). The total cost of the network is the sum
of location update (registration) cost, and searching (paging cost). Minimizing only the
location update cost usually increases the paging cost and paging delay. Minimizing only
the paging cost usually results in greater cost of location updating. Hence, it is of great
importance to balance these two conflicting cost components in location management. A
good description of various issues involved in location management problem can be found
in [13, 14].

Reporting Cell Planning (RCP): Another method used in location management is
to designate each cell in the network as a reporting cell or a non-reporting cell. Deter-
mination of an optimal number of reporting cells (or reporting cell configuration) for a
given network is reporting cell planning (RCP) problem. This problem (RCP) is a diffi-
cult combinatorial optimization problem and is shown to be NP-complete [2]. We can see
that a cell in a network is either a reporting cell or a non-reporting cell. Hence, for a
given network with N cells, the number of possible solutions is 2. Subrata and Zomaya
[15, 16] used ant colony optimization, genetic algorithm, and taboo search methods, to
find the best/optimal reporting cell configuration, for 4 x 4, 6 x 6 and 8 x 8 networks.
Ant colony optimization method along with a selective paging (search) strategy is used
to obtain the best/optimal set of reporting cells which is presented in [11], for 4 x 4,
6 x 6 and 8 x 8 networks. The use modified Hopfield network (MHN) to find the best
reporting cell configuration for 4 x 4, 6 x 6, 7 x 9 and 9 x 11 networks, is given in Taheri
and Zomaya [17]. Differential evolution is applied to obtain the best solution for reporting
cell planning problem which is dealt in Almedia-Luz et al. [1], for 6 x 6, 8 x 8, 7 x 9 and
9 x 11 networks.

Contributions of this study: Particle Swarm Optimization (PSO) was originally de-
veloped to obtain optimal solution for continuous optimization problems [4, 9, 10]. This
PSO was applied for power system and spam filtering [12]. Later, a binary particle swarm
optimization (BPSO) was introduced to handle discrete optimization problems [8]. This
BPSO can handle discrete binary variables and the relationship between PSO and BPSO
is presented in [8]. This BPSO was also applied for the reliability optimization and clus-
tering method [21]. As our contribution, in this paper we use the BPSO algorithm to find
the best/optimal solution to the RCP problem. We present a comparison of the results
obtained to RCP problem using BPSO with results of earlier studies. In earlier studies,
differential evolution (DE), modified Hopfield neural network (HNN), simulated anneal-
ing (SA), genetic algorithm (GA), ant colony optimization (ACO) and taboo search (TS)
methods were used for solution.

2. Problem Formulation of RCP. The wireless mobile network consists of cells, usu-
ally represented in hexagonal shape. Thus, there are six possible neighbors for each cell.
In the RCP location management method, some cells are designated as reporting cells
to inform mobile terminals that they need to update their locations whenever they pass
through them. Therefore, in the search process of locating users, they are only paged
in their last updated reporting cell as well as its non-reporting neighbors without enter-
ing another reporting cell. Location management cost [15, 16] is mainly determined by
weighted sum of the cost of two processes, i.e., location update cost and paging cost. The
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location management cost is [15, 16]
Total Cost =C x Ny + Np (1)

In the above equation, Ny and Np are the total number of location updates and the
total number of paging transactions over a period of time, and C' is a constant to represent
the cost ratio of location update to paging. Because the cost of location update is usually
much higher than the cost of paging, this constant is usually set 10, i.e., C' = 10 [6, 22].

There are two weights associated with each cell ¢ in the network: movement weight
(wmi) and call arrival weight (wy). The movement weight represents the frequency
(or total number) of movement into a cell, whereas, the call arrival weight represents
the frequency (or the total number) of call arrivals within a cell. If the cell i is a re-
porting cell, then the number of its location updates is directly related to its movement
weight. The total number of paging (search) transaction is the product of the number
non-reporting cells can be reached from a reporting cell ; without entering any other
reporting cell, with call arrival weights of each non-reporting cell. The total number of
location updates (Npr7) and paging (Np) for a given network can be calculated based on
these two weights (w,,; and w,;) as follows:

Niy = Zwmi (2)

i€s
N

Np:chj X v(j) (3)
j=0

where N is the total number of cells in a network, S is the set of reporting cells in a
network, Ny is the total number of performed location updates, and Np is the total
number of paging transactions. We can see in Equation (3) that Np is the product of w,;
and v(j) for cell j. The vicinity value (v(j)) of cell j is defined as the maximum number
of cells that can be searched, if an incoming call is received in this cell j. We will explain
the vicinity value with an example in the next section. From Equations (2) and (3), we
obtain location management cost, for a particular reporting cell configuration as

N
Total Cost = C x Zwmi + chj x v(7) (4)

icS =0

The cost per arrival is obtained by dividing the total cost by the total number of call
arrivals and is

T
Cost per Call Arrival = w (5)

j=0 Wej

Motivating Example: The reporting cells optimization problem (RCP) is that of
finding an optimal set of reporting cells for a given network that minimizes the cost
per call arrival. This optimization problem is considered and solved in earlier studies
[6, 14, 15]. The vicinity value (v;) of a reporting cell ¢ is the maximum number of cells

searched (paging), when a call arrives for a user whose last location is known to be cell i
[14].

Example 2.1. Consider a reporting cell configuration shown in Figure 1 for a 4 X 4
network. The cells are numbered from 0 to 15. In this figure, the shaded cells are
reporting cells and the others are non-reporting cells. The values of movement weights
(Wmi) and call arrival weights (w.;) for all the cells in the network are given in Table 1.
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TABLE 1. Data set for 4 x 4 [15, 16]

Cell Wes Wi Cell Wes Wmi

0 517 518 8 251 445
573 T4 9 224 2149
155 153 10 841 1658
307 1696 11 600 952
642 1617 12 25 307
951 472 13 540 385
926 650 14 695 1346
209 269 15 225 572

~N O U= W N~

Ficure 1. Configuration of 16 cells

In this reporting cell configuration cells numbered 2, 5, 9, 10, 11, 12 and 15 are
reporting cells and cells numbered 0, 1, 3, 4, 6, 7, 8, 13 and 14 are non-reporting cells.

The vicinity value of the reporting cells (for the configuration given in Figure 1) is
v(2) = 8, v(5) =8, v(9) =7, v(10) = 6, v(11) = 6, v(12) = 7 and v(15) = 3 [14]. The
vicinity value of all non-reporting cells (for the configuration given in Figure 1) is v(0) = 8,
v(l) =8, v(3) =8, v(4) =8, v(6) =8, v(7) =8, v(8) =8, v(13) =7 and v(14) = 7 [14].
Using these vicinity values, the location management cost and cost per arrival for the
reporting cell configuration given Figure 1 are obtained as 117,787 and 15.54 respectively.
More details are available about this problem in earlier studies [6, 14, 15].

Let us consider a second configuration in which all the cells in the network are re-
porting cells. The location management cost and cost per arrival are 147,211 and 19.42
respectively.

Let us consider a third configuration in which all the cells in the network are non-
reporting cells. The location management cost and cost per arrival are 121,296 and 16.00
respectively.

From the above three reporting cell configurations, we see that there is an optimal set of
reporting cells for a given network that minimizes the cost per call arrival. Our interest
is to find that optimal set of reporting cells for a given network.

3. Binary Particle Swarm Optimization for RCP. The original particle swarm
optimization (PSO) methodology was used to find best/optimal solution for continuous
optimization problems [4, 9, 10].

Particle Swarm Optimization method is a population based iterative algorithm. This
starts with a population of solutions (particles), and at each time (iteration) step, the
solutions are moved towards better solutions. The movement of particles in each iteration
is based on its best solution that it has achieved so far (pbest) and overall best solution
(gbest). The methodology of PSO for RCP problem has the following steps:
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Step 1 Initialize a population of solutions (particles); each solution is a reporting cell
configuration to the given RCP problem.

Step 2 For each particle (X in iteration i), evaluate the cost using Equation (4). This is
represented as X ; = 7 in our study.

Step 3 For each particle store pbest§- and gbest’ in this iteration. If pbest§- is better than
the pbest; obtain in earlier iterations then replace the pbest§- as pbest;. Similarly, if
gbest§- is better than the gbest; obtain in earlier iterations then replace the gbestﬁ-
as gbest;.

Step 4 Compute the velocity and change position of the particle according to Equations
(6) and (7) given below.

Step 5 Increase the iteration ¢ to ¢ + 1 and go to Step 2, until a termination criterion is
met.

In each iteration, the velocity is computed as

v;-“ =w X U;- 4+ X1 X [pbestg- — X;] + ¢y X Ty X [gvesti — X;] (6)

In each iteration, the particle position X; is moved to X]Z:Jrl using
XjH = Xj+ ot (7)

This algorithm has a maximum number of generations, number of particles and w, ¢; X ry
and ¢y X 79 are weighting factors.

Binary particle swarm optimization. In this section, we present the binary swarm
optimization (BPSO) algorithm for solving the reporting cell planning (RCP) problem.
We know that the RCP problem is a discrete optimization problem, and so we use discrete
binary particle swarm optimization methodology given in [8]. A particle is represented in
the solution space as a binary vector of size N. Here, N is the size of the network. In this
binary vector, zero represents the cell to be a non-reporting cell, and one represents the
cell to be a reporting cell. Hence, in this representation all the N cells are either reporting
or non-reporting cells. In this manner, we can represent all the 2V possible solutions to
this problem. For example, the reporting cell configuration (solution) shown in Figure 1
is represented as shown in Table 2. The flowchart of BPSO for RCP problem is shown
in Figure 2. For the RCP problem, the BPSO starts with a population of initial RCP
solutions. Initial solutions can be generated randomly.

In our approach of BPSO, we first select the population of initial solutions, using the
randomized algorithm given in [11]. All solutions are evaluated using objective function
Equation (4). The best solution achieved so far by a given particle is pbest. The best
value obtained so far by any particle in the neighborhood of that particle is gbest. The
best solution is the one that has the minimum total cost. The basic concept of BPSO
lies in moving each particle using its pbest and gbest, with a weighted acceleration using
Equations (6) and (7) [8], in each iteration.

In BPSO methodology, the important aspect is the computation of velocity and the
movement of a particle based on Equations (6) and (7). We will explain these with an
example. We start our BPSO with 10 particles, X{, XJ, X3, X, ..., X/, in generation 1.

TABLE 2. Solution representations for 16 cells configuration of Figure 1

Cell 0 | Cell 1 | Cell 2 Cell 3 Cell 4 Cell 5 Cell 6 Cell 7
0 0 1 0 0 1 0 0
Cell 8 | Cell 9 | Cell 10 | Cell 11 | Cell 12 | Cell 13 | Cell 14 | Cell 15
0 1 1 1 1 0 0 1
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YES
C D

Generation of new solutions using
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Update ghest
T NO
FIGURE 2. Binary particle swarm optimization for RCP

Each particle is a reporting cell configuration for the RCP problem. Also, each point has
an objective function value given by the total cost of the configuration. For the particle
j in iteration i the objective function value is denoted as f(X}). Let f(X]) = 20.7667,
f(pbest]) = 18.6522 and f(gbest') = 17.9732 in the first iteration. This particle X| in
iteration 1 will move to new point X? in generation 2, using Equations (6) and (7) as
shown in Figure 3. If w = 1.5, ¢; X r; = 1 and ¢y X 175 = 0.7, we obtain the following
probabilities:
1

A (C3)] = 0.4383
wxf(%ll)‘f‘ﬁxﬁxm—l—@Xerm
Clxrlxm = 0.3253
wxﬂ%%)—i-chrlxm—i—chmxm '
CQXTQXW = 0.2363
wxﬂ%%)JrclxrlxmchQx@xm '
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(@) (b) () Evaluation
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gbest! (0 |1]0/0}1/0|{1]|0[0 /0|0 1|0 0|1 0]

FIGURE 3. Particle representation of X, pbest], gbest' and generation of X?

Consider the positions (a), (b) and (c) in Figure 3. In X7} these positions to be a
reporting cell with probabilities 1, 0 and 0.6747. These are obtained using X, pbest]
and gbest'. These probabilities 1, 0 and 0.6747 are mapping to vmin = —4 and vmax = 4,
—4 < w;(t+1) < 4. In an earlier study [20], it is mentioned that vm.x is typically set to
a value of 4.0, so that there is always at least a probability of 0.018 for any bit to change
its state (8).

v(a)(t+1):1><8—4:4
U(b)(t—l—l) =0x8—-—4=—-4
Viey(t+1) = 0.6747 x 8 — 4 = 1.3973
We can find the probability of assigning a reporting cell to positions (a), (b), (c) of new

solution X7 by using the Sigmoid function given in Equation (8), where rand() generates
a random number from the uniform distribution of 0.0, 1.0].

1
(1 + e(uitHD)

) 0 if rand() > S(vi(t+1
X = { 1 if rcmd8 < SEUiEt+ 133

S(ui(t+1)) = (8)

Pay) = Sy (t+1)) = — (.9820

1+e¢

1
Py = S(vqey (t+1)) = 77— = 0.0180

1
Py = S(wiep(t +1)) = 77555 = 0.8018

Based on these calculations, position a (cell 5) of X7 can be assigned as a reporting
cell with probability 0.982. In the same way, position b (cell 6) of X? can be assigned
as a reporting cell with probability 0.018. Position ¢ (cell 7) of X7 can be assigned as
a reporting cell with probability 0.8018. A more detailed analysis of using the Sigmoid
function is is given in [8].



8394 S.-S. KIM, G. KIM, J.-H. BYEON AND J. TAHERI

4. Simulation Results and Discussions. In this section, we have used 6 x 6, 8 x 8,
7x 9 and 9 x 11 networks as benchmark problems to show the performance of BPSO.
The first two networks (6 x 6, 8 x 8) are given in [1, 15], and the other two (7 x 9 and
9 x 11) are used in [17]. The simulations were run on Intel(R) Core(TM) 2 Duo CPU
(2.66GHz, 2G RAM). The best w, ¢; X r; and ¢y X 7o are empirically set to 1.5, 1 and
0.7, respectively. The convergence of our BPSO method for the 4 different networks are
shown in Figure 4. The best/optimal configurations obtained for 6 x 6, 8 x 8, 7 x 9 and
9 x 11 networks, using BPSO are shown in Figure 5. In this figure the reporting cells are
shown in gray.

Discussion and analysis. We observe the following from the convergence of BPSO
method to RCP problem. For all the four (6 x 6, 8 x 8 7 x 9 and 9 x 11) networks, the
convergence is fast in initial iterations and it is slow when the iterations increases. The
reason is in the beginning BPSO starts with a non-optimal randomly generated initial
solution with a high cost. After some iterations, the cost of each particles in the algorithm
is close to each other and hence the convergence is slow in improving the results.

16 22
21
15
20
= 14 = 19
3 3
N H = 18
g 13 8
» _‘\\; s 17
[e] o
o = °{
15
11 \
14 ——
10 13
1 21 41 61 81 1 200 399 598 797 996
Generation Generation
(a) 6 x 6 network using BPSO (b) 8 x 8 network using BPSO
42 54
41
40 52
39 50
> 37 %‘ 5 48
= 36 2
8 35 -h‘.-h 8 * -\‘h“_
o 3 % o
34 44 —
33 42
32
31 40
1 101 201 301 401 501 601 701 1 301 601 901 1201 1501 1801
Generation Generation
(¢) 7 x 9 network using BPSO (d) 9 x 11 network using BPSO

FIGURE 4. Trend of convergence for RCP benchmarking problems using
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—Total update cost = 148,060 —Total update cost = 290,810
—Total paging cost = 63,218 —Total paging cost = 145,459
—Cost per call = 11.471 —Cost per call = 13.782
(a) Best solution for 6x6 network (b) Best solution for 8 x 8 network
[N/ / N /) (&)
Co f 6 — 8 ) )
\ / \, /
(9 17 )
J‘,\—(\ 10 — \
(18 )—< 20 )
— 19 ) Y
(27 35 )
\ .
N
(o ) |
/ \‘ . AN
{ (61 53 ) (
»—( 48 ) 50 )—( 52 \ )
(54— 56 ) (60 —(62 ) Q
—( 85 — 87 (80 —< &1 — %, 89 91 — e3 (o5 (o7 >/
\ / \ \_/ \_/ B\ ) (B ) %)\
—Total update cost = 81,630 —Total update cost = 155,640
—Total paging cost = 41,844 —Total paging cost = 87,348
—Cost per call = 34.538 —Cost per call = 42.969
(c) Best solution for 7 x 9 network (d) Best solution for 9 x 11 network

Ficure 5. Configuration of best solutions for 4 different benchmarking
RCP problems

The additional results we obtain for the four (6 x 6, 8 x 8, 7 x 9 and 9 x 11) networks
are shown in Table 3. We notice from Table 3, that the ratios of reporting cells for 6 x 6,
8 x 8 networks are higher than those for 7 x 9 and 9 x 11 networks. The ratio of sum of
call arrival to sum of movement weight in 6 x 6, 8 x 8 networks is higher than those of
7x 9 and 9 x 11 networks.

In order to verify the robustness of BPSO algorithm for RCP problem, we conducted
100 simulation runs for each of 6 X 6, 8 x 8, 7 x 9 and 9 x 11 networks. From the results
of these 100 runs, the minimum, maximum, average, standard deviation of the objective
function value (cost per call arrivals) are shown in Table 4.

We compare the results of our BPSO with the earlier algorithms for the four (6 x6, 8 x8,
7x9 and 9x 11) networks. In an earlier study [15], used the genetic algorithm (GA), taboo
search (TS), and ant colony optimization (ACO) to solve the RCP problems. It is shown
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TABLE 3. Ratio of reporting cells with arrival and movement weights for
the best RCP solutions

(a) Sum of cell (b) Sum of Number of Ratio of
Network | arrival weight | movement weight (a)/(b) reporting cell | reporting cells
6 x 6 18418 33192 0.555 | 24 out of 36 | 24/36 = 0.667
8 x 8 31656 64423 0.491 | 39 out of 64 | 39/64 = 0.609
7x9 3575 19765 0.181 | 27 out of 63 | 27/63 = 0.429
9x 11 5655 40736 0.139 | 44 out of 99 | 44/99 = 0.444

TABLE 4. Ratio of reporting cells with arrival and movement weights for
the best RCP solutions

Minimum Standard | Minimum found
Network | (best solution) | Maximum | Average | deviation percentage
100%
6 x 6 11.471 11.471 | 11.471 0 (100/100)
90%
8 x 8 13.782 13.893 | 13.793 | 0.034 (90/100)
66%
7% 9 34.538 35.873 | 34.576 | 0.142 (66/100)
3%
9 x 11 42.969 44.633 | 43.423 | 0.346 (3/100)

TABLE 5. Comparison of cost per call using BPSO and early studies

Network | BPSO | DE [1] | MHN [17] ACO [15]

6x6 |11.471|11.471| 11.471 |11.472(ACO), 11.471(TS), 12.464(GA)
8x8 |13.782|13.782| NJA 13.801(ACO), 13.782(GA, T9)
7x9 | 34538 [33.819| 34.538 N/A

Ox11 | 42.969 | 43.140 | 43.044 N/A

in their study that TS performs best performance followed by ACO. The performance of
GA is not comparable with TS and ACO. Other earlier studies [1, 17] also consider the
RCP problem. Differential Evolution (DE) methodology has been used in [1] to obtain
the optimal configuration of non-reporting cells for all the four networks. A modified
Hopfield Network (MHN), is used for the RCP problem in [17].

A comparison of our results with the earlier results are presented in Table 5. From
Table 5, we can see our results are also able to get the best results obtained in 6 x 6, 8 X 8
and 9 x 11 networks.

5. Conclusions. Reporting cell planning (RCP) for location management that arise in
mobile computing networks is addressed in this paper. Finding the optimal set of report-
ing cells (or reporting cell configuration) for a given network is a known NP-complete
combinatorial optimization problem. Hence, in this paper, we propose the binary particle
swarm optimization (BPSO) to obtain the best/optimal set of reporting cells for 6 x 6,
7x9,8 x8and 9 x 11 networks. From our simulation results, we see that the proposed
BPSO is able to obtain the best/optimal reporting cell configuration of 6 x 6, 8 x 8 and
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9 x 11 networks. Our results are compared with the results obtained using genetic al-
gorithm (GA), ant colony optimization (ACO), taboo search (TS), differential evolution

(DE) and modified Hopfield network (MHN). From the results obtained using BPSO, we
conclude that this method can also be used to find best/optimal solution for RCP.
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