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Abstract. It is imperative to provide service consumers with facilities for selecting re-
quired web services according to their Quality of Service (QoS). Several heuristics, which
are local adaptation preemptive strategy, elitist perturbation guiding strategy and global
tournament strategy for directed local fine-tuning, and a hybrid clonal selection algorithm
(CSPLPT) are proposed for QoS-aware web service selection problem. It combines the
population-based local search mechanism of clonal selection algorithm and population-
based elitist learning mechanism of particle swarm optimization algorithm. The hy-
bridization idea and the efficacy of the proposed strategies are verified and analyzed step
by step with web service selection problem. The proposed algorithm CSPLPT is further
compared with recent genetic algorithm-based CoDiGA and particle swarm optimization-
based iPSOA algorithms with various scales of composite web services. The comprehen-
sive experiments demonstrate the necessity and superiority of the proposed strategies. It
also shows that the hybrid algorithm CSPLPT consistently and significantly outperforms
CoDiGA and iPSOA in better QoS performance and average evolutionary behaviors while
selecting the composite web services with global QoS constraints.
Keywords: Clonal selection, Particle swarm optimization, Web service, QoS-aware

1. Introduction. Service-Oriented architecture enables a multitude of service providers
to provide loosely coupled and interoperable web services (WS) at different Quality of Ser-
vice (QoS) and cost levels. It has become a promising technology [1] for the development of
new Internet-based software systems. Some interoperation mechanisms, including service
description, service discovery and service binding, are enabled in service-oriented archi-
tecture [2] and web services have been largely attended by the academic and industrial
domain in recent years [3]. The increasing popularity of employing web services for dis-
tributed systems contributes to the significance of service discovery. However, duplicated
and similar functional features existing among services require service consumers to in-
clude additional aspects to evaluate the services. Generally, the service consumers would
have different views on the non-functional characteristics or QoS of service attributes.
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How to select the best composite service in theory among available WS candidates for
consumers is an interesting issue [4, 5].
Making the provision of services Quality of Service-aware has advantages to both clients

and providers [6]. Meanwhile, QoS concerns are becoming crucial to the global success of
the WS-based computing paradigms. If the discovered services are provided in various ver-
sions, each demonstrating a different set of non-functional properties, then the automated
service selection and composition that take place, may consider the QoS preferences of
clients in order to optimize their experiences regarding features such as price, availability,
reliability, and reputation [7]. On the other hand, QoS can give service providers a sig-
nificant competitive advantage in the e-business domain, as QoS-aware services meet the
user needs better and thus attract more customers. It makes sense to investigate mecha-
nisms to properly select a set of services that satisfy QoS needs and cost constraints of the
business process. This problem is referred to in literature as QoS-aware service selection
or optimal service selection problem [8-17].
This paper proposes a hybrid clonal selection algorithm for web service selection prob-

lem to help service requesters choose the satisfiable composite WSs by taking nonfunc-
tional characteristics (QoS) into consideration. It combines the population-based local
search mechanism of clonal selection algorithm (CSA), population-based elitist learning
mechanism of particle swarm optimization (PSO), and several other effective heuristics for
WS selection problem. Clonal selection algorithm is a population-based local behaviors
biasing better solutions, which have different search abilities based on their affinity and,
however, have no information communications among solutions. PSO [28] is a population-
based elitist learning mechanism from the global/local best particle. It has abundant
information exchanging among solutions. However, the neighboring information of the
better but not the best solutions is not fully exploited. This is the inherent reason to
hybridize them and several heuristic strategies as well for the WSs selection problem. Lo-
cal adaptation preemptive strategy (LAPS) is inspired by the roulette selection operation
of genetic algorithm [29], which means that the larger QoS score of a candidate service
has, the higher the probability to be selected is for a task. Elitist perturbation guiding
strategy (EPGS) is presented to let the slightly perturbed global best solution guide the
search directions of all other solutions. This diversifies the path following strategies along
the perturbed best solution and can overcome the prematurity on the basis of elitist learn-
ing. At the latter stage of algorithm selection operation of CSA is substituted by global
tournament strategy (GTS), which is proposed to rectify the possible improper search
direction guiding from a macrostructure of algorithm.
The remainder of this paper is organized as follows. Section 2 introduces some related

studies, including some existing works for web service, particle swarm optimization algo-
rithm and artificial immune system. Section 3 presents the QoS terms and computation
model. Section 4 describes QoS components for web service selection algorithm. Section
5 presents the improved heuristic strategies and hybrid clonal algorithm. These heuristics
are verified step by step based on web service selection benchmark. Section 6 compares
the proposed hybrid algorithm CSPLPT with recent GA-based CoDiGA and PSO-based
iPSOA algorithms through extensive experiments and analysis. Finally, Section 7 offers
the concluding remarks.

2. Related Studies. Web services enable business applications running on distinct plat-
forms and exchanging data over Internet, to be applied in business and daily life regard-
less of the platforms or locations. Quality-of-service (QoS) in web services encompasses
various non-functional issues such as performance, dependability and security. As more
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and more web services become available, QoS capability is becoming a decisive factor to
distinguishing services.

2.1. Some solutions for web service selection. Luo et al. [9] proposed a service com-
position model with end-to-end QoS constraints and an enhanced cross entropy heuristics
based on the observation of characteristic of end-to-end service composition as a novel
solution. Simulation results and comparison with other algorithms reveal its better per-
formance. Menascé et al. [12] considered the problem of finding the set of service providers
that minimizes the total execution time of the business process subject to cost and execu-
tion time constraints. They presented an optimization algorithm that finds the optimal
solution without having to explore the entire solution space. The algorithm can be used
to find the optimal solutions in problems of moderate size. Wang et al. [13] proposed an
improved PSO algorithm to solve WS selection problem and obtained satisfiable results
with adaptive weight adjustment and non-uniform mutation strategies. Based on QoS
measurement metrics, Hwang et al. [16] proposed multiple criteria decision making and
integer programming approaches to select the optimal service with an efficient service
selection scheme by considering two different contexts: single QoS-based service discovery
and QoS-based optimization of service composition. Wang et al. [34] considered not only
the objective factors described by service providers but also the subjective information
with trustability evaluations from users who use those services. With a fuzzy query inter-
face to input subjective and objective factors, users can determine the most suitable web
service for personal use. Skoutas et al. [35] proposed a service selection framework that
integrates the similarity matching scores of multiple parameters obtained from various
matchmaking algorithms. The framework relies on the service dominance relationships
to determine the relevance between services and users’ requests.

2.2. Particle swarm optimization algorithm. A standard particle swarm optimizer
[36] maintains a swarm of particles and each individual is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current posi-
tion xi, the previous best position pi, and the velocity vi. The current position xi =
(xi,1, · · · , xi,D) can be considered as a set of coordinates describing a point in space. The
best solution found so far is stored in pi = (pi,1, · · · , pi,D). New points are chosen by
adding vi = (vi,1, · · · , vi,D) coordinates to xi, and the algorithm operates by adjusting vi,
which can be seen as a step size.

In essence, the trajectory of each particle is updated according to its own flying expe-
rience as well as to that of the best particle in the swarm. Experimental results suggest
that it is preferable to initialize the inertia weight to a large value (usually less than 1),
giving priority to global exploration of the search space, and gradually decreasing so as
to obtain refined solutions [37]. Furthermore, the value of ω and c1 and c2 should be set
dependently on one another.
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where vki,d is the d-th dimension velocity of particle i in cycle k; xk
i,d is the d-th dimension

position of particle i in cycle k; pki,d is the d-th dimension of personal best (pbest) of

particle i in cycle k; pkg,d is the d-th dimension of the gbest in cycle k; ω is the inertia

weight; c1 is the cognition weight and c2 is the social weight; rki1 and rki2 are uniform
random numbers in [0, 1].
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2.3. Artificial immune optimization algorithm. The immune system is mobile, high-
ly distributed and coordinated system. The immune components have high diversity
so that they can detect various antigens and so the immune system is highly robust.
Therefore, the population of immune components is self-stabilized. Some computational
models and applications based on artificial immune systems (AIS) [18, 19] have become
a research frontier, such as immune clonal system, immune network system, and negative
selection algorithm [20, 21]. These models are widely applied to information security,
optimization, robotic control, recognition, data mining, abnormal detection and diagnosis
[22] and so on.
CLONALG [23] is the first popular clonal selection algorithm to select part fittest anti-

bodies and clone proportionally to their antigenic affinities. The hypermutation operator
performs an affinity maturation process inversely proportional to the fitness values gener-
ating the matured clone population. Based on the Baldwin effect, a Baldwinian learning
clonal selection algorithm is proposed to deal with numerical optimization problems [24].
The Baldwinian learning operator simulates the learning mechanism in immune system
by employing information from the antibody population to alter the search space. Chen
et al. [25] developed a hybrid immune multiobjective optimization algorithm based on
clonal selection principle. A hybrid mutation operator is proposed with the combination
of Gaussian and polynomial mutations (GP-HM operator). Inspired by enhanced index
tracking in portfolio management Li et al. [26] proposed a multi-objective optimization
scheme which provides a framework of defining the objectives as both maximizing the
degree of beating the benchmark index and minimizing the accumulated error of under-
performing the benchmark. When dynamic optimization [27] is considered optimization
algorithms are to force their readiness for continuous search for new optima occurring in
changing locations. Various immune principles are implemented, and immune-based algo-
rithms are proposed and compared on complex environments. Motivated by the negative
selection mechanism in biological immune recognition a negative selection algorithm is
proposed [20]. Different from the existing immune optimization methods, negative selec-
tion algorithm constantly removes the worst solutions and thus it might lead to the loss
of design information, which actually help identify better solutions in the search space.

3. QoS Terms and Model. QoS is crucial in determining which service best meets
clients’ desires and objectives. Web service description language [38] has provided a
standard model to specify service functionality by separating abstract representations of
service input and output messages from the concrete descriptions of end point’s bindings.

3.1. QoS attributes of web service. This paper will not illustrate the non-functional
concerns of WSs with a long list of QoS attributes, but to present several normally re-
searched indexes, such as Cost (C), Time (T), Availability (A) and Reliability (R).
The cost (C) is defined as the fee that a service requester has to pay to the service

provider for the service invocation. It is always associated with the value of the service’s
functionality, i.e., the more complicated functions it provides, the more a service costs.
Availability (A) of web service is the probability that the service operation is accessible,
which is defined by the proportion of the service’s uptime to downtime. Response time
(T) is the expected delay between the time instant when a request is sent and the time
when the result is obtained. Reliability (R) is a measure of the service invocation trust-
worthiness. It is defined as the ratio between the numbers of service invocations which
comply the negotiated QoS over the total number of service invocations.
QoS is the collective effort of service performance, which determines the degree of

satisfaction to the service of a user. “The degree to which a system, component or process
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meets customer or user needs or expectations” [31] and “The standard of something when
compared to other things like it; how good or bad something is” [32]. Sullivan et al. [33]
claimed that complete service descriptions are helpful to service discovery, management,
negotiation, composition, and substitution, and that a service is completely represented
if both functional and non-functional aspects are described well. However, they did not
demonstrate the use of identified non-functional properties nor propose corresponding
solutions to the aforementioned operations.

3.2. QoS terms. Task is the basic unit of a composite service and each task finishes
its corresponding component function. The component functions finished by each task
comprise the specific function of a composite service, whose QoS attributes are calculated
by the component candidate services. Candidate service provided by different service
providers, has different values of nonfunctional attributes. All the candidate services in
the same task can finish the corresponding component function of this task with dif-
ferent QoSs. QoS can give service providers a significant competitive advantage in the
e-business domain, as QoS-aware services meet the user’s needs better and thus attract
more customers.

An execution path of composite service can be constructed by a sequence of tasks
including an initial task and a terminal task. Each task contains many candidate services
with the same functions but different QoSs. Thus, there are various service compositions
for each execution path of composite service. Moreover, while the number of supplied
candidate services is increasing, the service compositions will become larger and larger.
A web service composition is illustrated in Figure 1.

Figure 1. Web service composition illustration

As Figure 1 shows, there are n component tasks and each task has tiri (i = 1, . . . , n)
candidate services to construct a composite service to assist service consumers. Each
candidate service from the candidate service list of a task can complete the corresponding
task with different QoSs. What we should do is to choose a best combination of all
the candidate services to construct a most satisfiable web service composition for the
consumers that has best QoSs.

3.3. QoS-aware web service selection model. The goal of QoS-aware web service
selection is to select a best web service combination from the lists of the candidate ser-
vices so that the QoS performance of the constructed composite service can be maximized
while satisfying the constraints of users. In order to evaluate the multi-dimensional per-
formance of aggregated QoS attribute values, this paper applies multiple criteria decision
making with a weighted sum model as a normalized (in [0, 1]) uniform [7] QoS performance
evaluation model independent of their units.
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The QoS-aware service selection is transformed into an optimization problem with con-
straints for all the composite web services (CWS), which is illustrated as Equation (3),

max OBJ(CWS) =
m∑
i=1

wiQi

s.t. Qi ≤ Q0
i , i = 1, . . . ,m

Qij ∈ R, i = 1, . . . ,m, j = 1, . . . , n

(3)

where m is the number of the non-functionality attributes (QoS), n is the number of
tasks in a composite web service, wi denotes the corresponding weight of the i-th QoS
(Qi) and

∑m
i=1wi = 1. Qi (including C, A, T, R in this paper) is computed through

Qij (j = 1, . . . , n) according to Equations (4) and (5) respectively and Q0
i denotes the

global constraints given by users. For a given composite web services, the one with higher
score has a better QoS performance than others.

3.4. Motivation of the research. Research on Service Oriented Architecture and Ser-
vice Oriented Computing brings a promising technique to create value-added business
applications composed by dynamically selected individual services. The web services, a
novel paradigm in software technology, have innovative mechanism for rendering services
over diversified environment. They promise to allow businesses to adapt rapidly to changes
in the business environment and the needs of different customers. The rapid introduction
of new web services into a dynamic business environment can adversely affect the service
quality and user satisfaction. Consequently, assessment of the quality of web services is
of paramount importance in selecting a web service for an application.
Web service composition consists in combining web services, developed by different

organizations and offering diverse functional (e.g., ticket purchase, payment), behavioral
(e.g., compensative or not), and nonfunctional properties (Quality of Service values, e.g.,
execution price, success rate, delay time), to offer more complex services. One of the
critical challenges [39] in reusing and integrating existing web service components is the
efficient query, selection and composition of potentially relevant web service components
based functional, operational and QoS requirements.
Our research objective is to provide service consumers with facilities for selecting re-

quired composite web services efficiently according to their Quality of Service (QoS). The
aim of web service composition is to provide a reliable execution and an optimal QoS
composite web service. Our contribution is a hybrid immune particle algorithm for web
service composition and several heuristic search techniques, which guarantee that each
component web service (WS) of a composite one is best. Furthermore, our approach is
scalable because users only have to define their global transaction requirements and need
not define the possible termination states of all the component web services.

4. QoS Components for Web Service Selection Algorithm. Since many available
WSs provide overlapping or identical functionality, albeit with different QoSs, a choice
needs to be made to determine which services will participate in a given composite service.
The issue of selecting web services is significant for the purpose of their composition in a
way that maximizes user’s satisfaction expressed as utility functions over QoS attributes.

4.1. QoS computation. Composite WS has four basic structures: sequential (a), cycle
(b), parallel (c) and branch structure (d) in Figure 2 [13]. In the sequential structure (a),
tasks are executed in a sequential order; in the cycle structure (b), a task will be executed
for multiple times; in the parallel structure (c), all the parallel tasks can be executed
at the same time, but all the parallel tasks should be finished before going to the next
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Figure 2. Four basic composite models of web service

task; in the branch structure (d), each task in the branch can finish the same component
function and system can go to the next task once a task in the branch has been finished.

Since a composite WS is composed of the above four basic structures, QoS of a particular
service composition can be calculated by computing the QoSs of its basic structures.
Nonfunctional attributes of these structures can be calculated by the following formulas.

C =


∑n

i=1Ci, (a)∑n
i=1Ci, (b)∑n
i=1Ci, (c)

min(Ci), (d)

A =


∏n

i=1Ai, (a)∏n
i=1Ai, (b)

min(Ai), (c)
max(Ai), (d)

(4)

T =


∑n

i=1 Ti, (a)∑n
i=1 Ti, (b)

max(Ti), (c)
min(Ti), (d)

R =


∏n

i=1Ri (a)∏n
i=1Ri, (b)∏n
i=1Ri, (c)

max(Ri), (d)

(5)

4.2. Mapping of solution vector to web service selection. Xi = (xi1, xi2, . . . , xin)
is the i -th antibody/position vector in the current solution/particle population. xij is an
integer ranging from 0 to rj, where rj is the number of candidate services in the task j.
F (Xi) is the fitness of solution Xi. Vi = (vi1, vi2, . . . , vin) represents the velocity vector of
solution Xi. vij has the value of 0 or 1.

Solution Representing: An integer string is adopted to represent the candidate service
and maps a solution vector to the specific web service composition on the basis of its logical
structure of tasks. The solution vector is composed by a serial number of candidate service
selected in the corresponding task. For example, a solution vector (2, 14, 3, 0, 2) means
that there are five tasks in the logical structure of a composite service, where task one
chooses the second candidate service, task two chooses the fourteenth candidate service.
0 indicates that this task is not included in this service composition.

Position Difference: Xi − Xk means the position difference of solutions Xi and Xk,
which is a velocity vector. The same corresponding components between vectors Xi and
Xk deduce the result of 1. Otherwise, the result of 0 is deduced, e.g., (4, 2, 1, 0, 5) −
(2, 2, 1, 4, 5) = (0, 1, 1, 0, 1).

Weight: Weight means the probability of a solution/particle keeping its initial flying di-
rection, to the local optimal solution/particle (Pi) and to the global best solution/particle
(Pg) during the updating process. For example, term p1V

k
i,d in Equation (6) means that

it flies along its initial velocity with p1 probability.
Velocity Summation: It is the summation of several velocity vectors, which denotes the

final flying/searching direction of a solution as Equation (6) shows. Weight pj means the

probability of the particle to move at the direction of vj and
∑3

j=1 pj = 1. For example,
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0.6(1, 0, 0, 1, 1) + 0.3(1, 1, 0, 1, 0) + 0.1(1, 1, 0, 0, 0) = (1, ∗, 0, ∗, ∗), the ‘∗’ in the second
dimension of the vector means that the number here is 1 with a 0.6 probability and 0
with a 0.4 (0.3 + 0.1) probability. The ‘∗’ in the fourth dimension of the vector means
that the number here is 1 with a 0.9 probability and 0 with a 0.1 probability.
Summation between Position and Velocity (⊕): Summation ⊕ indicates a new solu-

tion with the summation of the original position and the final flying/searching direction.
Component 1 in the velocity vector means that the corresponding candidate service in
the solution/position vector remains unchanged. Otherwise, the component choice will be
modified by some strategies. For example, (1, 2, 4, 3, 5)⊕ (1, 0, 1, 0, 1) = (1, ∗, 4, ∗, 5). The
result vector (1, ∗, 4, ∗, 5) means that the candidate services of the second and the fourth
tasks will be altered with some methods. The velocity and position update equations for
web service selection problem are illustrated as follows.

V
(k+1)
i,d = p1V

k
i,d + p2

(
P k
i,d −Xk

i,d

)
+ p3

(
P k
g,d −Xk

i,d

)
(6)

Xk+1
i,d = Xk

i,d ⊕ V k+1
i,d (7)

4.3. Clonal selection operation. Antigen stands for the optimization problem and
antibody represents the variable vector. Fitness of the t-th composite web service (CWS)
is computed as follows.

OBJ(CWS) =
4∑

i=1

(ωiQi) = ω1

n∑
j=1

Cj + ω2

n∏
j=1

Aj + ω3

n∑
j=1

Tj + ω4

n∏
j=1

Rj (8)

where Qi (i = 1, 2, 3, 4) are the QoS attribute values (C,A, T,R) of composite service
respectively; n is the task number; Qij (i = 1, . . . , 4; j = 1, . . . , n) represents the i-th QoS

attribute value of candidate service in the task j;
∑4

i=1 ωi = 1 and 0 < ωi < 1.
Antibodies with higher affinity are more eminent, therefore they should be proliferated

more copies to sustain the superb properties of the antibody population. The number of
an antibody cloning is calculated by the following equation.

numt = σP ×

[
affinityt∑P
t=1 affinityt

]
(9)

where σ is a constant that an antibody population is multiple cloned and affinityt =
OBJt · [ρt + δ]−1. ρt is the Euclidean distance between the t-th composite service and the
optimal service scheme found so far, δ is a positive non-zero constant.
Hypermutation is the primary operator for the global exploration and local search

around the eminent antibodies. Random mutation is adopted for the component task
with a candidate service in this paper for elitism and efficiency. First, σP antibodies
are cloned with Equation (9) on the basis of the present antibody population. Secondly,
hypermutation operator is applied to each component task of the cloned antibodies with
a certain mutation probability. A new candidate service is randomly selected from its
candidate service list to substitute the current candidate service of the composite task.

4.4. CSPLPT algorithm.
Step 1. Initialize solutions swarm, velocity and parameters;
Step 2. Evaluate the fitness of all solutions;
Step 3. Calculate the affinity of all solutions;
Step 4. Apply clonal proliferation to current solution population with Equation (9);
Step 5. LAPS for clonal selection solution population;
Step 6. EPGS for the current solution population;
Step 7. IF current iteration number is less than the maximal iteration number×S switch%
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THEN clonal selection operation is executed;
ELSE global tournament selection operation is used;

Step 8. Apply the elitist perturbation guiding strategy;
Step 9. If termination condition reaches, output the final results; else, goto Step 2.

5. Hybrid Heuristics and Verification for Web Service. The improved heuristic
strategies and the hybrid algorithm are proposed in this section and the validity and
necessity to propose them are also verified step by step and one by one.

5.1. Experimental setup. This paper did not pay much attention to considering these
parameters. The experimental parameters are given as follows according to our compar-
ative simulation experiences and the related [13, 30]. Most parameters are decided after
some comparative experiments with the web service instance with 40 tasks and 15 candi-
date services, which include population size, maximal generation number, mutation rate,
tournament size and the switch point S switch of different selection operation. They are
not listed here one by one due to the space limitation.

Population size P = 10 and the maximal generation number is 200. The multiple clone
size is two, i.e., σ = 2. The elitist perturbation probability is 0.2 and hypermutation
probability is 0.05. The point of switching clonal selection operation to global tournament
selection operation S switch is 40% and tournament size is 4. Four QoS attributes are
indiscriminating in this paper. That is, the weights of four QoS attributes (C, T,A,R)
are uniformly set 0.25 respectively. All the results are obtained from 30 independent runs
and the same initial population is used to avoid the impact of non-algorithm factor.

Average evolutionary behaviors of different algorithms are considered to prove the ne-
cessity and the improvement of every strategy. The average best fitness values per itera-
tion over 30 runs versus iteration number are plotted to show the evolution of mean best
fitness values found by the pre-improved and post-improved algorithms in the following
subsections. The data are sampled every ten iterations.

All the experiments of this paper are made on a GATEWAY T6832c Notebook with
Intel Duo2 T5750, 2G RAM and Mathematical 7.0 on Windows XP operation system.

5.2. Clonal selection algorithm hybridized with PSO. Two different population
search mechanisms are hybridized to solve the web service selection problem in this sub-
section. The clonal selection immune algorithm focuses on the local search around the
neighborhood of the current preferable solutions. However, there are no information ex-
changing among solutions. PSO is a population-based elitist learning mechanism from the
social experience and the search history of itself. Accordingly, PSO has abundant infor-
mation exchanging among solutions. However, the neighboring information of the better
but not the best solutions are not fully exploited. These observations are the motivations
to research the hybrid mechanisms between them and several heuristics.

The hybrid algorithm between clonal selection algorithm (CSA) and PSO is denoted
as CSP. A moderate scale composite web service, which has 40 tasks and each task has
15 candidate service, is used to show the feasibility, necessity and the superiority of
hybridizing CSA and PSO. The average best fitness values per iteration over 30 runs
versus iteration number for three algorithms are plotted as Figure 3.

Observed from the average evolutionary comparison of Figure 3 it can be seen that
hybrid CSP algorithm outperforms CSA and PSO greatly, in which our suppositions are
verified. CSP outperforms CSA and PSO at about the fifth iteration although they begin
to search with the same initial solution population. It also can be seen that CSA prepon-
derates over PSO due to its population-based local search around the excellent solutions.
However, the average evolutionary behaviors of CSP and PSO indicate that they still have
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Figure 3. Comparison between CSA, PSO and CSP

potentials for even better QoSs for composite WSs selection. The evolutionary stagnation
of CSA appears after about 100 iterations.
These experiments demonstrate that the average evolutionary behavior of CSP is much

better than those of CSA and PSO. It also implies that two different population-based
search mechanisms of CSA and PSO benefit each other for web service selection problem.

5.3. Local adaptation preemptive strategy hybridized with CSP. The excellent
performance of CSP has been proved for web service selection and composition. Local
adaptation preemptive strategy (LAPS) is proposed to further improve the search guide-
line for the candidate service selection and this hybrid algorithm is denoted as CSPL.
As we know, the composite WS is possible to have high QoS scores if every component

task has excellent QoS performance. The population will have more powerful evolutionary
impetus for high fitness values if most particles have better QoS scores. LAPS means that
the larger QoS score of a candidate service has, the higher probability to be selected is for
the component task. This will promote the convergence speed of the population evolution
for CSP algorithm at a local search level. The probabilities of candidate services to be
selected to fulfill the component tasks are calculated as the roulette selection operation
of genetic algorithms [29].
Figure 4 compares the evolutionary behaviors on the average best fitness per iteration

over 30 independent runs versus iteration number for CSP with and without LAPS, which
uses a WS selection problem with 40 tasks and 15 candidate services for each task. The
performance of CSP is enhanced by LAPS as Figure 4 indicates. Two plotted curves seem
to be overlapped at the latter stage of algorithms. Figure 4(b) is plotted from the partial
data of the last quarter process of two algorithms in a finer quantity scale. It tells us that
CSPL outperforms CSP a little when solving web service selection problem.

5.4. Elitist perturbation guiding strategy hybridized with CSPL. The popula-
tion diversity is possible to be affected with the proposition and hybridization of two
different population search mechanisms and LAPS. An elitist perturbation guiding search
strategy (EPGS), inspired by the perturbed particle swarm algorithm for numerical opti-
mization [40], is presented to overcome the improper balance between local exploitation
and global exploration and this hybrid algorithm is denoted as CSPLP.
It is known that the global best solution has great influence on the performance of

PSO because velocities of all other particles are guided by it. So the swarm evolution is
possible to be stagnated if the global best solution is trapped by a local optimum or it
executes immoderate imposes on other solutions. This is the instinctive reason to propose
the elitist perturbation guiding strategy.
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(a)

(b)

Figure 4. Comparison between CSP and CSPL

The comparison is presented in Figure 5 for the average best fitness values per iteration
over 30 runs versus iteration number. The performance of CSPLP is enhanced by elitist
perturbation guiding search strategy as Figure 5 indicates. The curves of Figure 5(b)
are plotted from the partial data of the last quarter process of two algorithms in a finer
quantity scale. It can be seen that the performance of CSPLP is enhanced again on the
basis of CSPL for web service selection.

5.5. Global tournament strategy hybridized with CSPLP. What clonal selection
operation and LAPS emphasize are the local search behaviors. The influence of global
optimal solution is possible to emphasize immoderately to some extent when velocities
and positions are updated in the population. That is, the above operations and strategies
are more like to be looked on as local search behaviors or evolution orientation. This is
the inherent reason to propose global tournament selection (GTS) operation at the latter
stage of algorithm and this final algorithm is denoted as CSPLPT. It is possible to rectify
the possible improper search directions for algorithm from a macroscopic perspective. As
Figure 6 shows that this consideration is reasonable and effective for algorithm to solve
the web service selection problem.

At the latter stage of algorithm, global tournament operation is executed as follows.
Four solutions or WS composition schemes are chosen randomly from the current pop-
ulation and the best one is putted into the next population and this operation repeats
until the maximal population size is reached. The convincing improved performance of
CSPLPT supports our analysis forcefully as Figure 6 shows.
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Figure 5. Comparison between CSPL and CSPLP

Table 1. Comparison among six algorithms for composite web service selection

Items PSO CSA CSP CSPL CSPLP CSPLPT

Best 14.4799 15.0101 16.93 16.935 16.935 16.935
Mean Best 13.7831 14.6504 16.8126 16.8221 16.8354 16.8796

STD 1.13e-1 4.01e-2 6.04e-3 4.67e-3 8.69e-3 1.05e-3
Time 6.05 5.21 14.29 16.40 17.18 16.98

Iteration 170 173 198 179 182 176

5.6. Overall evolutionary performance comparison for the gradually improved
algorithms. The above experiments and analysis demonstrate the underlying necessity
and excellence of hybridizing CSA, PSO and other heuristics, including local adaptation
preemptive strategy, elitist perturbation guiding strategy and global tournament strategy.
Performance comparison among these six algorithms are plotted as Figure 7 with their
average best fitness per iteration over 30 independent runs versus iteration numbers.
The final statistic data of 30 independent runs are also given in Table 1 besides the
performance comparison plots when these algorithms are used to solve the composite web
service selection.
Figure 7 and Figure 3 clearly illuminate the necessity and superiority of hybridizing CSA

and PSO. Together with Figures 4-6, Figure 7 also testifies the benefits of the proposed
strategies for the web service selection respectively. The curves of Figure 7(b) are finer
displaying results in the “Mean fitness” from Figure 7(a).
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(a)
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Figure 6. Comparison between CSPLP and CSPLPT

Items of “Best”, “Mean Best” and “STD” in Table 1 are the best, average results and
standard deviation of the optimal results in 30 independent runs. “Time” is the average
convergent time (second) and “Iteration” is the average iteration numbers when the best
results are obtained. The data of the second to the fourth rows of Table 1 clearly display
the gradually enhancing performance of algorithms with the hybridization of different
strategies, which support the above observation and analysis. By the way, the costs of
the hybrid algorithms are about triple to the standard algorithms CSA and PSO when
better results are obtained.

6. Performance Comparison with Recent Swarm Algorithms. The proposed stra-
tegies and their benefits to algorithm have been analyzed and verified step by step. More
extensive experiments and analysis will be presented in this section to compare with a
genetic algorithm variant (CoDiGA) [30] and an improved particle swarm optimization
(iPSOA) [13]. Various scales of instances are used to compare them so as to understand
and verify the features of the proposed strategies more fully and comprehensively.

6.1. Compared algorithms and algorithmic setup. CoDiGA [30] is characterized
by the special relation matrix coding scheme of chromosomes, the population competi-
tion mechanism, the enhanced initial population policy and the evolution policy. The
simulation results on web service selection with global QoS constraints have shown that
prematurity was overcome effectively, and convergence and stability of genetic algorithm
were improved greatly. The iPSOA [13] is proposed to solve the web service selection prob-
lem with some beneficial strategies, such as adaptive weight adjustment and non-uniform
mutation strategies.
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(a)
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Figure 7. Comparisons among six algorithms with 40 tasks

Table 2. Comparison among CSPLPT, CoDiGA and iPSOA

CSPLPT CoDiGA iPSOA
Items 40 60 80 100 40 60 80 100 40 60 80 100
Best 16.585 24.59433.14839.39014.20420.44727.11132.478815.13621.80128.85934.472
Mean 16.540 23.28730.65536.94113.78819.91826.155 31.543 14.44120.91527.54533.470
STD 1.36e-3 1.07 1.72 2.59 0.075 0.123 0.173 0.186 0.149 0.137 0.463 0.244
Time 14.03 15.25 23.37 26.73 5.42 6.38 12.20 10.89 8.45 10.78 21.35 22.26

The parameters of CSPLPT are the same as the above experiments except for the
instance scale. The parameters of CoDiGA and iPSOA are set according to the suggestions
of the authors except for the population size (10), the maximal iteration number (200)
and the independent run times (30) as this paper. The maximal mutation rate is 0.5
and the systemic parameter b of non-uniform mutation is 5 for iPSO. The crossover and
mutation probabilities of CoDiGA are 0.7 and 0.1 respectively. The details of CoDiGA
and iPSOA can be found in [13, 30]. Even larger scales of web service instances with 40,
60, 80 and 100 tasks are adopted and every task has 15 candidate services.

6.2. Performance comparison and algorithmic analysis. The statistic results from
30 independent runs for comparison among CSPLPT, CoDiGA and iPSOA on various
scales of instances are presented in Table 2 and Figure 8. The items of “Best”, “Mean”
and “STD” are the maximal, average and the standard deviation of the final results over
30 runs. The “Time” is the average CPU time (s) when the optimal results are reached.
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Figure 8. Mean fitness, STD and the average CPU time (s) comparisons
among CSPLPT, CoDiGA and iPSOA

Observed from Table 2 we can find that the “Best” and “Mean” items of CSPLPT
are all much better than those of CoDiGA and iPSOA, which demonstrates the even
more powerful search capability of CSPLPT. Larger “STD” items of CSPLPT indicate
the obvious influence of the random initial population on CSPLPT. However, the average
CPU time, i.e., the efficiency of CSPLPT is worse than those of CoDiGA and iPSOA.
That is, algorithm CSPLPT obtained much better WS selection schemes with the costs
of computing efficiency.

The mean fitness values and the average convergent times are plotted in Figure 8
for an intuitive comparison among CSPLPT, CoDiGA and iPSOA algorithms. Figure
8 indicates that CSPLPT outperforms the other two algorithms and CoDiGA has worst
performance in terms of statistical views although it has an enhanced initialization policy.
The largest variance of CSPLPT demonstrates that its performance is different from the
different initial populations and both CoDiGA and iPSOA are easily trapped by the local
optima. Together with their performance, the facts that the average convergent time of
CSPLPT is highest and CoDiGA is lowest indicate that CSPLPT has the most powerful
search capability and CoDiGA is most possible to be trapped into local optima. The
performance of iPSOA is in-betweens.

6.3. Average evolutionary behavior comparison among CSPLPT, CoDiGA and
iPSOA. The dynamic evolutionary behaviors of three algorithms are also considered and
compared each other besides the final static computational performance. The evolution-
ary behaviors of the average best fitness values per iteration over 30 runs versus iteration
number demonstrate the progress of the statistical behaviors of algorithms CSPLPT,
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Figure 9. Average evolutionary behaviors comparison of CSPLPT,
CoDiGA and iPSOA for various scales of WSs

CoDiGA and iPSOA (Figure 9). In my opinion the average evolutionary behaviors of al-
gorithms have more persuasions than the final static results for its statistical evolutionary
performance comparison from large sampling in the whole process of algorithms.
Observed from Figure 9 it is easy to see that the average statistical evolutionary behav-

iors of three algorithms have obvious difference over 30 independent runs. In other words,
the performance of algorithm CSPLPT has distinct superiority to CoDiGA and iPSOA.
As the same as Table 2 shows, the average evolutionary behaviors of CSPLPT in 30 runs
are great better than the performance of CoDiGA and iPSOA and iPSOA outperforms
CoDiGA for all the instances. It can be seen that the average fitness of CoDiGA is better
than CSPLPT and iPSOA at the initial stage of algorithms which should attribute to
its enhanced initial population policy [30]. However, CoDiGA always gets behind in the
performance improvement for all the benchmarks. Furthermore, it is obvious that the
statistical evolutionary performance of CSPLPT and iPOSA have potential to be further
improved if the iteration numbers were increased as Figure 9 shows.

7. Conclusions. Web service selection with global QoS constraints is an active research
area. It is very important to select which services to be used in a composite web service
according to requester’s QoS requirements. Based on the features of web service selection
with global QoS constraints, a novel hybrid swarm intelligence algorithm (CSPLPT) is
proposed for this problem. The main contributions are summarized as follows.
(1) Both clonal selection algorithm and particle swarm algorithm are population-based

heuristic algorithms with different search mechanisms. CSA focuses on population-based
local search around the neighborhood of the current solutions, which have no communica-
tion between each other. PSO is a population-based elitist learning mechanism, which has
abundant information exchanging between solutions. However, the neighboring informa-
tion of the better but not the best solutions are not fully exploited. Hence the proposed
algorithm CSP and herein CSPLPT are population-based local search algorithm with
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elitist learning. That is, CSP and the corresponding CSPLPT have common advantages
of local search mechanisms of CSA and PSO.

(2) Several other heuristic techniques are also proposed to pay more attentions either
to convergence or to diversification. These heuristics are all proposed to compensate
the possible disadvantages based on analysis. Experiments are conducted to verify the
necessity and effectiveness of the proposed heuristics.

The proposed algorithm CSPLPT is originated for web service selection problem and
it is also possible for a service-oriented environment. Two recent swarm algorithms,
a genetic algorithm variant CoDiGA and a PSO variant iPSOA, are used to validate
the performance of CSPLPT with various scales of composite web service benchmarks.
Experimental comparisons indicate that CSPLPT performs much better than CoDiGA
and iPSOA in terms of QoS performance for web service selection.
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