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ABSTRACT. Recently, the techniques of face recognition have been widely used in security
application such as security monitoring, and access control. However, there are still
some problems in face recognition system in which the light changes, expression changes,
head movements and accessory occlusion are the main issues. In this article, a robust
face recognition scheme is proposed. Speeded-Up Robust Features algorithm is used for
extracting the feature vectors with scale invariance and pose invariance from face images.
Then PCA is introduced for projecting the SURF feature vectors to the new feature space
as PCA-SURF local descriptors. Finally, the K-means algorithm is applied to clustering
feature points, and the local similarity and global similarity are then combined to classify
the face images. Experimental results show that the performance of the proposed scheme
is better than other methods, and PCA-SURF feature is more robust than original SURF
and SIFT local descriptors against the accessory, erpression, and pose variations.
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1. Introduction. In recent years, there has been a dramatic proliferation of research
concerned with the face recognition system. For the access control, compared with the
traditional personal guard or ID card, the face recognition is more effective and has
better interaction between human and machine. However, there have been more difficult
problems in the face recognition; they are the variance of illumination, pose, expression,
accessory, and aging. Therefore, many algorithms focusing on how to conquer these
problems have still received much attention.

The feature extraction of face image is an important procedure for face recognition.
There are some traditional algorithms for face recognition such as PCA [1,2] and FLD
[3] that are classical methods based on representing features of holistic image with the
projection in subspace. The DWT [4] and DCT [5] have been utilized to extract feature
information in various studies on face recognition. Recently, LBP [6] and Gabor filter
[7] were proposed to increase the performance of recognition. Yan et al. [8] proposed
a method to combine LBP and Gabor filter for improving the recognition rate. This
method uses LBP and Gabor filter to extract the descriptor and combines the similarity
score matrix of LBP and Gabor to obtain the improved performance in face recognition.

Scale Invariant Feature Transform (SIFT) [9] was proposed by Lowe in 2004. This
algorithm has been successfully and widely applied to object recognition problems. SIFT
algorithm contains three steps. The stable interest point detector in scale space is first
applied and then SIF'T precisely localizes the keypoints in scale space. Finally the rotation
invariant local descriptors are constructed. There are some works based on the SIFT
feature in face recognition such as SIFT_CLUSTER [10] and SIFT_GRID [11]. These
works were proposed to investigate the performance of SIFT feature with different feature
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clustering strategy. Since the SIFT features in the matching stage have to consume a high
computation time, some methods were proposed to reduce the dimension of features for
speeding it up, such as PCA-SIFT [12] and GLOH [13]. However, the above-mentioned
methods still cannot improve the complex problem of SIFT.

More recently, Bay et al. proposed a new descriptor which satisfies the speed require-
ment and is named Speeded-Up Robust Features (SURF) [14]. SURF is similar to the
SIFT whereas both descriptors have scale and pose invariant characteristics; however,
its performance and efficiency are better than SIFT. In SURF, the detectors are used
for finding the interest points in an image; the feature vectors of interest point are then
extracted as the descriptors. In contrast with SIFT that downsamples the image size
and uses the difference of Gaussian (DoG) and Hessian detector to detect interest points,
SURF applies the fast Hessian-matrix by up-scaling the filter size on the integral image to
locating the interest points. For constructing the descriptor, the 64-dimension SURF de-
scriptor is used to describe the feature of interest point’s neighborhood. In the matching
stage, the SURF descriptor only has 64 dimensions and the sign of Laplacian is used for
building the fast indexing scheme, so the efficiency of SURF is much better than SIFT.

For the discrete SIFT and SURF features, the features between two images cannot be
compared only based on their locations since the positions and number of features may
locate in the different part of each image. The situation of a feature around the eye
matching to a feature around the mouth corner will occur if a feature directly compares
with the whole features of another image. Therefore, some methods were proposed to solve
this problem. An overlapping regular grid matching strategy was proposed by Majumdar
and Ward [15]. They apply three different matching methods, Maximal, Grid-Based,
and Grid-Based Best matching, to matching features and comparing the performance
in face recognition. In [16], K-means clustering algorithm was applied to constructing
the subregions of images. Then the global similarity and local similarity were combined
to classify face images. Both of these two methods have a good performance on face
recognition.

Inspired by the methods mentioned above, a face recognition scheme which combines
SURF, PCA, and K-means algorithm is proposed. The main contribution is its perfor-
mance and efficiency are better than SIFT-based scheme with scale and pose invariance.
The proposed scheme contains two parts. The first part is constructing the feature de-
scriptors. The SURF descriptor is combined with the PCA algorithm to extract the
features of an image. The second part is matching the features to classify the face images.
We apply K-means algorithm to clustering image features and then calculate similarity
between images to classify the face images. The performance under different conditions
is evaluated to demonstrate the superiority of the proposed scheme.

The rest of the paper is organized as follows. Section 2 presents the proposed face
recognition scheme. Experimental results are demonstrated in Section 3. Finally, Section
4 draws conclusions.

2. The Proposed Face Recognition Scheme. The general procedure of face recog-
nition can be roughly divided to two parts: feature extraction, and feature classification.
In the proposed scheme of face recognition, the algorithm of feature extraction bases on
Speeded-Up Robust Features and PCA to establish the local descriptors. In the feature
classification stage, the K-means algorithm is first applied to clustering the local descrip-
tors, and then the local and global similarities are combined to classify the face images.
The flowchart of the proposed scheme is illustrated in Figure 1 and three main stages of
the proposed scheme (feature extraction, feature clustering, and the classification stage)
are briefly described in Section 2.1, Section 2.2, and Section 2.3, respectively.
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F1GURE 1. The complete flowchart of the proposed face recognition scheme

2.1. The proposed PCA-based SURF descriptor. Standard SURF procedure [14]
can roughly be divided to three parts: interest point detection, interest point description,
and interest point matching. The details of interest point detection and description are
described as follows. After that, the PCA projection matrix is built and the descriptors
are projected to a new space with lower dimension and further utilized to represent the
feature of an image.

2.1.1. Interest point detector and descriptor. The detector of standard SURF is based on
the approximate Hessian matrix. The determinant of the approximate Hessian matrix can
represent the blob response at that location and scale of an image. For each point of an
image in scale space, if the blob response at this location and scale is a local maximum,
this point is denoted as the interest point. For constructing the SURF descriptors, a
square region centered on the interest point is extracted and aligned to the dominate
orientation. Then the region is spilt up equally into 4 smaller square sub-regions. The
Haar wavelet responses within each sub-region are computed and summed up to describe
the feature of the interest point.

In this scheme, the descriptor vector of each interest point has 128 elements. For face
recognition, rotation-invariance is often not necessary, so the upright version of SURF is
applied. For the upright version, the SURF descriptors use the reference implementation
in [17].

2.1.2. Local descriptor projection. In the proposed scheme, the dimension of the feature
vector is chosen to be 128 because the 64D vector is not good for finding the inline-
points which is used in the classification stage. To improve computation efficiency, PCA
is applied to modeling the identity of interest points and reducing the dimension of the
feature. First, the eigenspace must be built with a training set. The training set is used
for collecting the SURF feature vectors. Then, PCA is applied to the scatter matrix of
these feature vectors and estimates the projection matrix.

The projection matrix is used for projecting the feature vectors to the new feature space
as the PCA-SURF descriptors. The process of projection not only reserves the identity of
the interest points but also discards unmodeled distortions. Besides, the computational
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complexity is greatly reduced because of the low dimensionality of new feature space. The
flowchart of feature vectors’ projection is shown as Figure 2.

2.2. Feature clustering. The features of the interest points cannot be compared only
based on their locations because the positions and number of features are different in the
images. The situation of a feature around the eye matching to a feature around the mouth
corner will occur if this feature of an image is directly compared with the whole features
of another image. Therefore, we divide the image into several sub-regions by K-means
algorithm and compare the features of each sub-region separately.

K-means clustering algorithm based on the positions of PCA-SURF features is used.
Figure 3 shows the flowchart of feature clustering. After the K-means algorithm is done,
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F1GURE 2. Flowchart of feature vectors’ projection
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FIGURE 4. Face images of different clustering sub-regions. (a) The feature
points are divided by the horizontal line. (b) The feature points are clus-
tered to three equal parts. (c) The feature points are clustered and centered
on left eye, right eye, and the center of mouth.

sub-regions of face images are determined. When a test image is inputted to the clas-
sification stage, feature points of the test image are classified to the sub-regions based
on the cluster centers. In this article, three different approaches are proposed in the fea-
ture’s clustering algorithm. The sample face images of different clustering approaches are
illustrated in Figure 4.

2.3. The classification stage. The proposed classifying strategy is similar to [16] with
a different global similarity and different situations of clustering. As the sub-regions are
determined, local similarity and global similarity can be calculated and integrated to
classify the face images. However, the complexity of computing similarity is very high.
To improve this disadvantage, the fast indexing for matching method [14] is used for
filtering the interest points with extreme difference. Figure 5 illustrates the flowchart of
similarity computation, and the local similarity and global similarity are introduced in
the following.

2.3.1. Local similarity and global similarity. We assume that the feature points of the
input image [ are located in k sub-regions and denoted as (1).

I=(fl, I fa e 2 e ) (1)

where the f,z means the jth feature descriptor in the kth sub-region of image 1.

For each feature in the sub-region of I, the first filter uses the fast index for matching
method [14] to eliminate the extreme different features and then preserve the useful and
similar features in the same sub-region of I, and ;. Then the local similarity S;, between
a test image I; and a reference image I, is calculated as the following steps:

Step 1. Collect the interest points in each sub-region, and then compute the correlation
between each pair of features in ith sub-regions of the test and reference image

by (2).
o Y
d(fE, ) = —— -2 2
Ui 5 = T 1 @

Step 2. Choose the maximal similarity in ¢th sub-region as S; by (3). The Steps 1 and 2
are illustrated in Figure 6.

Sz(ltyfr) = max (d(ftlz’fv}z%’d(ftlw ;Jz)’?d(fta;’ 7?1)) (3>
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Step 3. After collecting the maximal similarity from each sub-region of the test and ref-
erence image, the local similarity is computed as the average that S; multiplies
the weight of ith sub-region, w;, by (4).

Sp(I, 1, kzz (Sille, 1) x w;) (4)
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In steps 1 and 2, S; is chosen as the maximum of the similarities rather than the
average. Because most matching results are invalid, the similarities often have a small
value such that the average of similarities is reduced. Therefore, choosing the average of
the similarities as S; may induce the poor discrimination between the sub-regions of I,
and [,.. In this article, the global similarity is calculated by combining the inline-point
Sip and cosine correlation S, which are introduced as follows.

The inline-point similarity is computed as (5).

Sip = match(I, I,.) (5)

where match(1ly, I,.) is the number of validly matched features of two images. The feature
matching method is the same as [9] and described in the following:

Step 1. For each feature f{ of image I;, estimate the Euclidean distances at all features
in image I,..

Step 2. If the ratio between the nearest and the second nearest distance is less than a
threshold, f; is determined to be correctly matched.

The distance ratio is utilized to determine whether the feature is matched because the
nearest distance is much shorter than other distances if the feature is correctly matched.

The cosine similarity is similar to the local similarity; however, it is not limited to sub-
regions. The correlations of the matched features between I, and I, are first computed
by (2). Then, the cosine correlation is computed by (6)

Sc = max (d(f}, f1), ..., d(f, £2), ... d(fE, ) (6)

where S¢ means the maximal cosine correlation, and d(f}, f!) is the correlation of the
feature between I; and I,. The complete global similarity is the combination of the S;,
and Sc by (7).

SG = Sip X Sc (7)

2.3.2. Integration of local and global similarity. Finally, the local similarity and global
similarity are integrated to avoid wrong classifications caused by the situation that only
some local regions of two subjects are very similar. And the final similarity S,y is com-
puted by (8) and used for face recognition.

Sa” = SG X SL (8)

3. Experimental Results. The study reveals that PCA-Based SURF may be suitable
for face recognition. We examine it with two face databases and the simulation results are
shown as follows. Section 3.1 introduces the CAS-PEAL-R1 face database and the image
preprocessing. The ORL (Olivetti) database is addressed in Section 3.2. Experiments
with different parameters are designed in Section 3.3. In Section 3.4, we compare the
results of the proposed scheme with other methods.

3.1. CAS-PEL-R1 face database. CAS-PEAL-R1 database [18,19] is a Chinese face
image database that face images (Figure 7) are constrained in many different conditions.
In the simulation, two test image sets with expression and accessory variation are chosen
to perform face recognition. Each subset used is introduced as follows:

(1) Training set: There are 1200 images of 300 persons in this set. The PCA projection
matrix is built by calculating the eigenspace of training set. The number of sub-
regions is estimated and constructed by applying K-means algorithm to this set.

(2) Gallery set: This set contains 1040 images of 1040 persons and is utilized to be the
reference image set. For evaluating face recognition performance, each inputted test
image should be compared with all gallery images and classified to be one of them.
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(3) Accessory test image set: This set contains 2285 images of 438 persons with accessory
variation and is utilized to evaluate the recognition rate.

(4) Expression test image set: This set contains 1570 images of 377 persons with expres-
sion variation and is also utilized to evaluate the recognition rate.

FIGURE 7. Sample images of two different test image sets: (a) and (b)
different expression, (c) and (d) different accessory

Image preprocessing. Before doing the experiment, the images of CAS-PEAL-R1 data-
base are preprocessed to reduce the unnecessary noise and constrain the size of image to
be 75 x 65. For simulating the same experimental environment with [16], the CSU Face
Identification Evaluation System [20] is chosen. In the following, five steps of preprocess
procedures are described and the preprocessed images are shown in Figure 8.

Step 1. Convert the value of each pixel in gray level to a floating point value.

Step 2. The image is normalized geometrically to a constant scale based on the given eye
coordinates, and the positions of two eyes are moved to a fixed location to reduce
the registration errors.

Step 3. The elliptical mask is exploited to crop the face image for discarding part of hair,
clothes, and background, and then it reserves the face region from forehead to
chin and cheek to cheek.

Step 4. Apply histogram equalization to the reserved region such that the effect of illu-
mination variation is reduced.

Step 5. The pixel values are normalized to have zero mean and unit standard deviation.

3.2. ORL (Olivetti) face database. This database [21] contains 40 persons and each
one has 10 images with different orientations and facial expressions. Each image size is
112 x 92 pixels. Figure 9 shows some sample images with variant situation of one subject.

3.3. Estimation of parameters. In K-means clustering algorithm, there are two pa-
rameters that affect the construction of sub-regions: the number of sub-regions, k, and
the manually or randomly initial cluster centers. The initial cluster centers control the
distribution of sub-regions and may affect the recognition rate drastically.

The experiment is designed as testing different k& (kK = 2 ~ 3) with the initial values
of cluster centers given randomly or manually. There are five tests with initial cluster
centers given randomly and one test with initial cluster centers given manually.

Experimental results are shown in Table 1. “M” means the initial cluster centers
are given manually, and the number (1 to 5) means the initial cluster centers are given
randomly. In Table 1, the variation of recognition is shown with three different cluster
types, which are illustrated in Figure 4. The weight of each sub-region is assigned a
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FIGURE 9. Some sample images in ORL face database

TABLE 1. Tests on parameters of K-means algorithm

k A

No M 1 2 3 4 5
Recognition Rate (%) | 93.2 [ 92.0 | 91.7 [ 91.5 | 92.5 | 91.2

k B

No M 1 2 3 4 5
Recognition Rate (%) | 91.5 | 91.2 1 90.7 | 90.2 [ 90.7 | 91.0

k C

No M 1 2 3 4 5
Recognition Rate (%) | 91.7 [ 90.0 | 91.5 [ 90.2 | 90.2 | 91.2

different weight that can emphasize the sub-region with important features and conduce

to the recognition rate. Here, Figure 4(a): w; = §, wo = 3, Figure 4(b): w; = 3=,
Wy = %, w3 = %, and Figure 4(c): w;, we, and ws are similar to [16]. From the

results in Table 1, there are no obvious differences in face recognition between different
clustering types and different ways of initializing cluster centers. Therefore we choose the
initial cluster centers manually in the performance comparison with other methods.

3.4. Comparison with other methods. In this subsection, the proposed scheme is
examined to show the performance in face recognition and compared with other methods.

For comparing the results of [16], we simulate the same experimental environment
of CAS-PEAL-R1 with [16]. Four hundred images of 400 persons are extracted as the
gallery set, and the accessory and expression test image sets of CAS-PEAL-R1 database
are selected as two test sets. Then, the accessory set enrolls 291 images to be the Test
set A and the expression set enrolls 739 images to be the Test set E. Table 2 shows the
simulation and comparison results.

In this table, LBP_CHI algorithm [22] uses LBP method to combine the dissimilarity
measures which is Chi square statistic. SIFT_GRID method [11] uses the overlapping
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regular grids as the matching strategy of SIFT features, and SIFT_CLUSTER method
[10] applies the K-means strategy to clustering SIFT features. PCA-SIFT_CLUSTER
scheme [16] clusters PCA-SIFT features in matching stage with the K-means algorithm.
Proposed-A to Proposed-C are the proposed schemes which combine three different cluster
types illustrated in Figure 4.

In the case of ORL database, we select 160 images of frontal face as the gallery set
and the remaining images are the test set. The ORL database contains 10 poses within
+20 degrees. For attaining better performance, we choose cluster type A in the feature
clustering stage and apply cluster type A to the face recognition problem. Table 3 shows
the experimental results and comparison with other methods.

In this table, SIFT_DIRECT |[23] is denoted as the approach for face recognition which
is based on matching standard SIFT features. SIFT_GRID [11] is denoted as the SIFT
features matching with an overlapping regular grid, and SIFT_CLUSTER applies the K-
means strategy to clustering SIFT features [10]. Discriminative_SIFT is denoted as the
discriminative features’ matching method with 16 uniform grids in face recognition [15].
Based on Tables 2 and 3, the experimental results show the proposed scheme outperforms
the other methods.

TABLE 2. Comparison results in CAS-PEAL-R1 database

Methods Test Set A (Accessory) | Test Set E (Expression)
LBP_CHI 91.5% 92.4%
SIFT_CLUSTER 93.1% 94.7%
SIFT_GRID 86.9% 87.9%
SIFT_PCA & Cluster 94.9% 95.9%
Proposed-A 95.5% 96.5%
Proposed-B 95.0% 96.0%
Proposed-C 95.1% 96.0%

TABLE 3. Comparison results in ORL database

Methods Test Set (ORL)
SIFT_DIRECT 95.8%
SIFT_GRID 95.2%
SIFT_CLUSTER 95.0%
Discriminative_SIFT 95.5%
Proposed-A 96.6%

4. Conclusions. This article presents an effective face recognition method which uses
PCA-SURF features to classify face images. The proposed scheme is described as follows.
First, the procedure of interest point’s detection is applied by carrying out the SURF
detector. Second, the feature of the region around the interest point is extracted as
the descriptor vector for each interest point. Third, PCA is applied to projecting the
high dimensional descriptors to new feature space with low dimensions as PCA-SURF
features. Fourth, K-means algorithm clusters the features in the face image. Finally,
local and global similarities are computed and combined to classify face images.
Simulation results show that the performance of the proposed scheme is better than
other methods. More precisely, PCA-based SURF local descriptors are more robust than
original SURF and SIF'T local descriptors to the accessory, expression, and pose variations.
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In addition, this work has lower computational complexity. The introduction of PCA
reduces the dimension of feature space. The fast indexing method is applied in matching
stage and also lowers the computation time of feature matching.
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