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ABSTRACT. The magnitude of data archiving and recovery is well known to both re-
searchers and users. Recent advances in information technology have made it possible
to store large amounts of data and have made document repossession more compler,
therefore constituting the need for finding efficient data retrieval implementations. As
the scopes and horizons for information technology began to establish new boundaries,
long-standing data storage modules recognized the need to widen their scale. Traditional
systems available for data retrieval amalgamated with newer methods resulting in several
innovative algorithms. These systems, set to function according to their respective re-
quirements and hardware demand, have allowed for effectual and prompt data retrieval.
Keywords: Databases search, Hashing, Information retrieval

1. Introduction. The requirement to accumulate and retrieve inscribed information has
become increasingly important over centuries. The invention of personal computers trans-
formed mankind’s approach to the accumulation and management of penned knowledge,
forevermore revolutionizing the way humans conserve texts. Searching archives of text
can be achieved these days due to the availability of concrete descriptions from novel
approaches. Several works emerged that elaborated upon the cornerstone idea of search-
ing text with a computer. One of the most influential methods involved using words as
indexing units for documents and measuring word overlap as a criterion for information
retrieval (IR).

Other systems have also been used in the field, of which most notable were the devel-
opment of the SMART systems; tests developed to gauge an evaluation methodology for
retrieval systems that is still in use by IR systems today. The SMART system, on the
other hand, permitted researchers to experiment with newer innovations to convalesce
upon existing search engines. A system for experimentation coupled with good evalua-
tion methodology allowed rapid progress in the field, and paved way for many critical
developments [1].

Numerous progresses were reported and various simulations for document retrieval were
developed and these new reproductions were experimentally proven to be effective on small
text collections (several thousand articles) available to researchers at the stage. However,
due to lack of substantial text collections, the question of whether these models and
techniques would scale to larger corpora remained unanswered. This changed with the
inception of (TREC) Text Retrieval Conference; TREC is a series of evaluation conferences
sponsored by various US Government agencies under the auspices of NIST (National
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Institute for Science and Technology), which aims at encouraging research in IR from
large text collections [2].

Dated systems were modified and many new methods were developed for effective re-
trieval over sizable data collections. TREC has also branched IR into related but impor-
tant fields like retrieval of spoken information, non-English language retrieval, information
filtering, and user interactions with a retrieval system. The algorithms developed in IR
were the first ones to be employed for searching the (WWW) World Wide Web from 1996
to 1998. However, web search, matured into systems that took advantage of the cross
linkage available on the web by describing the evolution of modern textual IR systems
3,4].

In this paper, Section 2 provides the background study, and many research capacities
are merging together in the IR. In Section 3, the theoretical findings from the proposed
approach have been discussed in detail. Section 4 provides implementation methodology.
The simulation results have been carried out along with other algorithms in Section 5 and
Section 6 provides conclusions.

2. Background Study. Due to extensive theory on the subject, this section is divided
into three sub-sections namely early approaches, mid-term and recent approaches in this
technology which altogether link the past and present technologies.

2.1. Early approaches. This section discusses several initial approaches as well as the
systems used for the most part in the data retrieval process.

2.1.1. Vector space model (I, II, III). In the three vector space model texts are represented
by a vector of terms. The definition of a term is not inherent in the model, but terms are
typically words and phrases.

The similarity between two vectors if D is the document vector and Q is the query
vector, then the similarity of document D to query @ (or score of D for Q) can be
represented as:

Slm(Dv Q) - ZtiEQ,D Wt " Wt;p (1)
In Equation (1), wy,, is the value of the ith component in the query vector Cj, and wy,,
is the i component in the document vector D. From W, " We,p 18 quite critical to search

effectiveness of an IR system. The wy,,, is often referred to as the weight of term-7 in
document D. For more details see reference [5].

2.1.2. Probabilistic models. In probabilistic IR models the probability of relevance of doc-
uments for a query is estimated. The probability of relevance for document D is presented
by P(R| D). Assuming that, P(R) and P(R) are just scaling factors for the final docu-
ment and can be removed from the formulation. This further simplifies the formulation
to:

P(D
P(IE) o)

(D[ R)
In Equation (2), P(D| R) is a probability of a term in relevant /non-relevant documents:

1—%) pi- (1 —q)
log—————= 3
tog HtleQD g+ (1 —pi) 7 Ztie@D Og(li (1 —pi) )
In Equation (3), it was assumed that p; is the same for all query terms and (f is a

Di)
constant and can be ignored for ranking purposes. If log % as the weight of term-i

log

in document D, this formulation becomes very similar to the similarity formulation in the
vector space model with query terms assigned a unit weight [6].
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2.1.3. Inference network model. In this model, document retrieval is modeled as an in-
ference process in an inference network. In the simplest implementation of this model, a
document instantiates a term with certain strength, and the credit from multiple terms
is accumulated a query to compute the equivalent of a numeric score for the document.
The strength of instantiation of a term for a document can be considered as the weight
of the term in the document and document ranking in the simplest form of this model
becomes similar to ranking in the vector space model and the probabilistic model. The
strength of instantiation of a term for a document is not defined by the model and any
formulation can be used [7].

2.1.4. Term weighting. Various methods for weighting terms have been developed in the
field. Weighting methods developed under the probabilistic models that depend heav-
ily upon better estimation of various probabilities. Methods developed under the vector
space model are often based on researchers’ experience with systems and large scale ex-
perimentation. In both models, three main factors come into play in the final term weight
formulation, such as, term frequency, document frequency and document length [8].

After first TREC, using raw term frequency of terms is non-optimal, and a dampened
frequency (e.g., a logarithmic ¢; function) is a better weighting metric. Most research
groups at TREC currently use some variants of these two weightings [9)].

2.1.5. Query modification. Early research in IR relied on a thesaurus to find synonyms.
Researchers developed techniques to automatically generate thesauri for use in query mod-
ification. Most query augmentation techniques were based on automatically generating
thesauri, but had very limited success in improving search efficacy. Additional systems
proposed using relevance feedback for query modification. Using relevance judgments, a
system can then automatically generate a better query (e.g., by adding related new terms)
for further searching. Relevance feedback has been shown to work quite effectively across
test collections. New techniques to do meaningful query expansion in absence of any user
feedback were developed. Most notable of these is pseudo-feedback, a variant of relevance
feedback. Pseudo feedback has been shown to be a very effective technique, especially for
short user queries [10,11].

2.2. Mid-term approaches. This section presents those approaches which were used
mostly are as follows:

2.2.1. Data structure based techniques. Many other systems have been developed over the
years and have met with varying success. Cluster hypothesis states that documents that
cluster together will have a similar relevance profile for a given query. Natural Language
Processing (NLP) has also been proposed as a tool to enhance retrieval effectiveness. The
field has developed techniques to tackle many different problems like information filtering,
topic detection and tracking (TDT), speech retrieval, cross-language retrieval, question
answering, and more [9,12,13].

2.2.2. Hashing approach. Hash tables are efficient for doing a quick search. By applying
a hash function to find an index or position that wanted to be accessed. It has two
approaches:

In first approach, a collection of n elements whose keys are unique integers in (1,m),
where m >= n, then it can store the items in a direct address table as shown in Figure
1. Searching a direct address table: for a key, k, access Ty,

e if it contains an element, return it,
e if it does not then return a NULL.
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FIGURE 2. Direct address table with link

In second approach, if duplicates are the exception rather than the rule, then ngp* is

much smaller than n and a direct address table will provide good performance. But if
ng approaches n, then the time to find a specific element is O(n) and a tree structure
will be more efficient as shown in Figure 2.

Direct addressing is easily generalized to the case where there is a function;

h(k) => (1,m)

which maps each value of the key, k, to the range (1, m). In this case, place the element
in T'[h(k)] rather than T'[k] and search in O(1) time as before. For details see references
[14-17].

2.2.3. Binary search trees. An optimal search tree is one in which the probability of
occurrence of all keys is equal (or is unknown, in which case assume it to be equal). For
example, consider a dictionary of words used by a spelling checker for English language
documents. It will be searched many more times for ‘a’, ‘the’, ‘and’, etc, than for the
thousands of uncommon words which are in the dictionary just in case someone happens
to use one of them. It is also reasonably easy to produce a table of the frequency of
occurrence of words. If key, k, has relative frequency, 7, then in an optimal tree:

sum(dyry)

where, di is the distance of the key, k, from the root (i.e., the number of comparisons
which must be made before k is found) [18].
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2.3. Recent approaches. This section presents those systems which are used mostly
recently:

2.3.1. Data mining. Data mining (DM) is understood as a process of automatically ex-
tracting meaningful, useful, previously unknown and ultimately comprehensible informa-
tion from large databases. Data mining is not a single method or algorithm; rather it is
a collection of various tools and approaches sharing the common purpose to “torture the
data until they confess”. Three methods presented below are perhaps the most common
tools used in data mining [19,20].

2.3.1.1. Association rules. Association rules unearthing is perhaps the most spectacular
example of Data mining, because it can quickly contribute when correctly implemented.
Association models find items that occur together in a given event or record. To achieve
results it uses rules for making strategic decisions.

2.3.1.2. Classification & clustering. The data that we are encountering is very rarely ho-
mogenous and in most cases it can be cataloged using various criteria. The characteristics
of such segments and their numbers provide substantial information about the nature of
data. In data mining there are two types of segmentation processes. The first classifica-
tion maps and classifies, a data object into one, or several, and predefined classes. The
second segmentation process known as clustering maps data object into one of several
categorical classes which is to be determined from the examined data.

2.3.1.3. Statistical analysis. Statistical analysis is usually regarded as the most traditional
method used in data mining. The most widely used simple statistical method is regression
which builds models based on existing values to forecast what other values, not present
in input data set, could be. There are many possible applications of regression, the most
obvious being product demand forecasts or simulation of natural phenomena.

2.3.1.4. Sequential characteristic. The sequential characteristic refers to problems in-
volved in data time correlation with data mining when the technologies, such as mining
with the temporal association rules of the clustering method, Knowledge Discovery in
Databases (KDD) are used. The data source of Web data is heterogeneous, complicated
and continuously accumulative. Therefore, the sequential characteristic of data is a kind
of statistical characteristic. TimelD in the properties of Web data objects is a time mark,
showing the successive value that data change with time. The time interval for deref-
erencing of semi-structured data with TimelD is random, such as relevant statements
about various kinds’ of events in statistical departments. Generally, structured data are
collected at equal intervals, such as daily transaction data of stock, daily transaction data
of bank.

2.3.1.5. Internet search engines. Internet search engines extract information using the
World Wide Web. This is achieved by using graphical query languages that is XML.
Almost all search engines use classical keyword-based methods for information retrieval.
These searches try to match user specified pattern (i.e., query) to texts of all documents
in their database, and return the documents that contain terms from the query. However,
sometimes documents cannot be retrieved because the specified pattern was not matched
exactly. Search tools must deal not only with hypertext documents (in the form of WWW
pages) but also with free-text repositories (message archives, e-books etc.), FTP and
Usenet servers and with many sources of non-textual information such as audio, video
and interactive content [21].

All the above subject matter was combined to accumulate the information relating to
IR. Another aspect of these details was to establish link through the background study
between the previous approaches with the modern approaches which leads to the better
future.
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3. Proposed Approach Theoretical Findings. In the proposed approach informa-
tion, retrieval is based on the combination of both sequential and non-sequential ap-
proaches; and only the input numeric whole number is required. Based on the combi-
nation of any length for natural number sequence, address located is as shown in Figure
3.

In Figure 3, the input numbers of length “X” (any integer numeric number) represent
the address. “X” is further divided into two sections, that is, “M” and “N”. The length of
“M” is fixed only one number (one character of numeric value which could be any number
between 0-9). Part-I is represented by “C” as illustrated in Figure 4.

In the case of “N”, the length is not fixed (any number any length). “N” is further
divided into two sub-sections; Part-1I is represented by “B” (one character of numeric
value which could be any number between 0-9), which is used as a second number for
address as a base address.

The Part-III of “N” is represented by “A” which is used to append with “B” to complete
the search address, as shown in Figure 5.

In Figure 5, the number placed in “B” is used to development the table. The number
“B” will provide the starting address for any location in the list of addresses present in
the database to begin the search. All the memory addresses for each location starting
from “0-9” are as given in Table 1.

Whereas, the Part-III of “N” is “A” which is to append with “B” to complete the
address search. Let us suppose a number is received for “X = 78" as an address for

3" Number(s) 2" Number 1° Number
Part-lll Part-ll Part-l
“p” B -
< " > > o >
‘ x _ :

A

FI1GURE 3. Format of address location for numbers “X”
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FIGURE 4. Format of numbers “M” showing position of “C”
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3" Number(s) 2" Number
Part-lll Part-ll
“A” “B"
) “N” o i
“X“

FiGURE 5. Format of numbers “N” showing splitting into “B” & “A”

TABLE 1. Basic memory structure belong to ‘0-9” addresses

Address Data
A B C
0
1
2
4
5
6
7
8
9
3" Number 2" Number 15! Number
7 8
“A” “B” “C”
- “N” | “M” R
B “X” _

FIGURE 6. Format for searching “78”

information retrieval; a scenario is set up to reach to an exact location as illustrated in
Figure 6.

In Figure 6, the length of “X = 27, therefore, “M = 17 and “N = 1”. The value of
“C = 8” is the only value. Further in case of “N”, the value of “B = 7”7, and the value
of “A” is null (empty) in this case. From the value of “B” a base of table is developed as
shown in Table 2.

In Table 2, the number of “B” provides the start of base integer and the second num-
ber provides the incremental integer values from 0-9. When the table is established, the
required address (which is “78” in this case) is selected and the information associated
is retrieved. In this case, “A” has no value as the length of input number was 2 char-
acters. Let us suppose another example with the value of “X = 178" which means the
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TABLE 2. Memory structure for 70-79 addresses

Address Data
A B C
7 0
7 1
7 2
7 4
7 5
7 6
7 7
7 8 Required address for IR
7 9
34 Number 2" Number 15t Number
1 7 8
HA’! HB” “c”
“N” “M”
_ “X’l R

F1GURE 7. Format for searching “178”

TABLE 3. Memory structure for 170-179 addresses

Address Data
A B C
1 7 0
1 7 1
1 7 2
1 7 4
1 7 5
1 7 6
1 7 7
1 7 8 Required address for IR
1 7 9

combinations of “170-179” are the required addresses. As the length of “X = 3”7 in this
case, therefore, the value of “C = 8", the value of “B = 7” and the value of “A = 17.
The second number in “178”, from right to left are selected, that is, “7” as “B” in this
case. Add to “7” first “0” as a starting address and then “9” as last address and later
append the third number “1” which belong to “A” to yield “170” and “179” addresses,
respectively, as shown in Figure 7 and Table 3.

The required address is “178” and the required information is passed-on for retrieval.
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4. Implementation Methodology. The implementation methodology of the proposed
approach is based on the following pseudo codes:

BEGIN {main start}

INPUT DATA = X;{string of numeric whole number of any length}
ASSIGN VALUE =N & M; {split X into N and M, respectively}
ASSIGN VALUE = A & B; {split N into A and B, respectively}
THEN SELECT: ko= STARTING POINT {for position of “M”, which is represented by C}
and
k9 = FINISHING POINT {for position of “B” to “A”}
If X =2; {then select second number from right to left for “B”}

Else
If X =3; {then select second number from right direction “B” and append “A”}
1. X =N - C;{ suppose string length of X = 10, X=N-M, X=10-1 =9, select first char for C}
2. N=A —B; {from string of N=9 numbers, again N= A- B=9-1=18, select first char for B}
3. A=append {in this case 8 characters appended with “B&C” to generate the required address}
GENERATE TABLE; {starting from: ko and ko}
FOR (ko= 0; ko<=9; kot++){ko=M, ko =B, and A for any remaining numbers to append}

BEGIN  {Start loop}
READ NUMBER;
PRINT NUMBER;
X=N-C;
N=A -B;
Concat = A + N; {attached rest of numbers with “A” with koto ko}
PRINT Table:
END; {end loop}
END. {main end}

The above pseudo codes were deployed in algorithm for testing operations.

5. Simulation Results. All the four algorithms were developed and run on PC with
specifications; Intel Core ((TM) i7 x990 @ 3.47 GHz Processor RAM 12 GB 64) and the
following results were obtained as shown in the Table 4.

Graph was depicted based on Table 4; for the five algorithms along with the different
data sizes and search time for each algorithm, as shown in Figure 8.

TABLE 4. Results for different data sizes vs. retrieval time for five types

Different search approaches

Data | Proposed | Data Mining Hash Pattern Binary
size | approach | sequential |approach | matching search

search approach search approach tress

time search time time search time | search time
20k 10ns 12ns 14ns 16mns 19ns
40k 18ns 22ns 24ns 28ns 31ns
60k 29ns 33ns 37Tns 41ns 46ns
80k 40ns 45ns 49ns 5bns 60ns
100k 54ns 58ns 61ns 68ns 74ns
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FI1GURE 8. Data size vs. search time for five algorithms

During processing of data, it was noticed that all the five algorithms are producing
promising results according to its own capabilities.

6. Conclusion. In this paper, steps have been formed for information retrieval tech-
niques and explained the approach to erect a system. In preliminary experiments, it
was shown that the proposed technique contributes not only the rules but also providing
users a new viewpoint towards these discovered rules and a motivation to invoke a new
method. In addition, it was presented that the database progresses either by contiguous
or non-contiguous approaches to increment the storage data addresses/locations. The
pointer moves to retrieve either one-by-one, sequential /continuous/contiguous address in
incremental order or by using index methods, in another approach non-sequential /non-
continuous/non-contiguous to retrieve the database or memory locations for data retrieval.
Furthermore, the proposed method is a novel approach to the field of Information Re-
trieval. Hence, on the basis of study, simulation and comparison with other four methods,
it was concluded that the performance of proposed technique is faster in information re-
trieval by consuming less search time as compared with others and moreover it is easier to
implement for retrieval of information even in large database; therefore, it yields promising
results.
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