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ABSTRACT. A mew approach is proposed in this paper for improving the accuracy of
word sense disambiguation (WSD) and knowledge discovery of English modal verbs. The
concept hierarchical relation diagrams of some English modal verbs are generated based
on the mathematical descriptions of the optimization of formal context. The diagrams
can not only be used to disambiguate word senses, but also show clearly the complex
relations between the objects (senses) and the attributes (contextual features) and the
relations among the attributes of modal verbs. The proposed approach is verified by
the experiments with the data of some English modal verbs. The results of WSD by
the new approach are compared with those by other existing methods. It is proven that
the new approach can not only improve the accuracy of WSD of English modal verbs,
but also display the hierarchical relations of the complex data for knowledge discovery.
The discovered knowledge provides the basis for feature selection in natural language
processing and for the semantic study of English modal verbs.

Keywords: English modal verb, Formal concept analysis, Word sense disambiguation,
Knowledge discovery

1. Introduction. It has been a challenging issue to improve the accuracy of word sense
disambiguation (WSD) and the quality of feature selection in natural language processing.
Since the knowledge behind the target words may provide the basis for feature selection, it
is significant to display hierarchical relations of the complex data in WSD. Some methods
have been applied to the WSD in natural language processing, such as BP neural network
[1-3], adaptive network-based fuzzy inference system [4] and fuzzy c-means clustering [5].
However, there is still room for further improvement in the accuracy of WSD, and the
knowledge behind the target words can not be discovered by the existing methods because
they are designed just as classifiers, and they can not visualize the hierarchical relations
of the complex data, which are necessary for knowledge discovery.

English modal verbs are a complex semantic system. The semantic studies of modal
verbs have mainly focused on the sense categorization and the description of semantic and
syntactic features and functions. With the advances in the studies of WSD and lexical
semantics, more knowledge about the deep structures and relations of the features of
modal verbs is needed, such as the relations between word senses and contextual features,
the hierarchical orders of the features and the regularity of clusters of the features. Experts
in natural language processing and linguistics need to know how the contextual features
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interact with each other and influence the sense of a modal verb, which features are the
extents and intents of a modal verb, what relations exist between the contextual features
and which features influence the senses of a modal word greater than others, etc., because
this knowledge may provide important and valuable basis for the proper feature selection
for WSD and the correct understanding of the senses of the modal verbs. However, the
knowledge is unobtainable by the existing methods of WSD, and it is not easy to further
improve the accuracy of WSD by them. Therefore, the theory and approach of formal
concept analysis (FCA) are used to visualize the hierarchical relationships of the objects
(senses) and the attributes (contextual features) of English modal verbs, to improve the
accuracy of WSD, to discover the knowledge behind the English modal verbs and to
provide basis for the proper feature selection in natural language processing.

The theory of FCA proposed by Wille [6] is based on the philosophical understanding
of a concept. The idea is that a concept is composed of extent and intent. The extent is
a set of all the objects of a concept, and the intent is a set of common attributes of all
the objects. All the concepts and their relationships in generalization and specification
may constitute a lattice which may be visualized by a Hasse diagram, which is used for
displaying the complex network relationships between the objects and the attributes.

FCA has been studied extensively and used widely in machine learning, software engi-
neering, information searching, medical diagnosis, decision making in management. Baix-
eries et al. [7] presented a faster algorithm for building the Hasse diagram of a concept
lattice. Yang et al. [8] examined the problems of rule acquisition and attribute reduction
of real decision formal contexts, and proposed an approach of rule acquisition and at-
tribute reduction in real decision formal contexts. Moriki et al. [9] proposed a document
clustering algorithm based on formal concept analysis for text classification and summa-
rization. Andrews et al. [10] presented a way for discovering knowledge through creating
formal contexts. Yoshinaga et al. [11] employed formal concept analysis to classify web
pages and visualize the lattice structure of web pages and keywords as line diagram. Wang
et al. [12] proposed a new algebra system for the formal context in order to derive the
mathematical properties of formal concepts. The derived properties can be applied to ex-
plore concept hierarchy and ontology merging. Pelaez-Moreno et al. [13] employed FCA
to provide a conceptual interpretation of confusion matrices which enables the analysis
of the structure of confusions for both human and machine performances, and analyzed
phonetic confusions. Poelmans et al. [14] made a survey of studies in applying formal
concept analysis to knowledge discovery based on 702 collected related papers published
during 2003-2009, and gave an extensive overview of the studies. Martin et al. [15] ap-
plied fuzzy FCA to creating simple taxonomies, which can be used to structure data and a
novel form of fuzzy association rule for extracting simple knowledge from data organized
hierarchically. Liu et al. [16] proposed a visualization approach for differential diagnosis
in traditional Chinese medicine based on FCA. Zhang et al. [17] proposed a dynamic
optimization algorithm of ontology based on FCA in order to make the relations between
the concepts clearer and the critical information more prominent.

It is known from the previous studies that FCA as a mathematic device of describing
concept and conceptual hierarchy can be used for the conceptual unfolding of the data in
contexts. Its applications in different fields imply the feasibility of applying it to the WSD
and the knowledge discovery of English modal verbs. However, no such studies have been
found from the previous literature. Therefore, this paper focuses on the generation of
the hierarchical relation diagram for improving the accuracy of WSD and the knowledge
discovery of English modal verbs.
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2. Approach of Generation of Hierarchical Relation Diagram. A new approach
is proposed for the generation of the hierarchical relation diagram. The formal context is
optimized in order to obtain a clearer hierarchy of attributes and reduce the unnecessary
attributes. A theorem and two definitions for the optimization of the formal context are
explained as follows:

Theorem 2.1. K = (O, A, R) is a formal context. O is a set of objects, A is a set of
attributes, R is the binary relation between O and A. The objects in O are in the order of
{01,09,03,...,0i,...,0n}, and the attributes in A are in the order of {ay, as,as, ..., a;,. ..,
an}, aij is the value of an attribute. If an object o; has the attribute a;, then a;; = 1, if
not, a;; = 0. The sufficient and necessary condition for transforming K into a hierarchical
formal context Ko = (O, A, R) is that O is in the order of {01/, 09,03, ...,04,...,00} and
A is in the order {ay,ay,ay, ..., aj,...,ay}. The new orders of objects O and attributes
A can be determined by the following method:

1) Solve MSa,,; = Max(d anr, Y aior, Y Gigry. -y 2 i) (i = 1,2,3,...,m). MSay,,
means that for object o,,, the jth column has the mazimum sum of attributes.
2) Exchange the first column with the jth column, a new order of attributes {ay, as, as, . . .,

Qj, ..., an} 1S obtained.
3) Ezxchange the rows by ranking the values of attributes aj = 1 from ay; successively, a
new order of objects {01/,09,03,...,04,...,00} is obtained.

Definition 2.1. K = (O, A, R) is a formal context, and H € O, N € A, (H, N, RNHxN)
is defined as a subcontext of (O, A, R).

Definition 2.2. Given K; = (01, Ay, Ry) and Ky = (Os, Ay, Ry) are two sub-contets,
the disjoint union of Ky and Ky is K = (01 U O, A; U Ay, Ry U Ry).

K, = (04, A, R,) can be divided into two sub-contexts: K; = (O, Ay, Ry) and
K; = (0O, As, Ry) according to the above two definitions. K is the part of context
corresponding to a;; = 1 of ay. K is the part of context corresponding to a;; = 0 of ayr.
The two sub-contexts are transformed as follows:

For K,, transform the column with the maximum sum of attributes to the second col-
umn and rank a;z = 1 from a}, successively (a), is the value of attribute of the first row
and the second column of K5) according to the above Theorem 2.1. Note that when
transforming a column, the corresponding column in K; transforms accordingly. Then,

transform the rows in K; by ranking the values of attributes a; = 1 from a;; succes-
sively. Now, a new formal context K, is obtained with {0y, 097,03/, ..., 04, ..., 0mn} as
its object order and {ayr,asr,agr,...,ar, ..., a,} as its attribute order. Note that the

first attributes of K,0 = (0, A, R) and K,; = (O, A, R) are the same.

The transformation will be repeated until when the sum of attributes reaches the min-
imum.

From the viewpoint of mathematics, the hierarchy process is essentially to divide A
into subsets according the generality of the attribute set. The purpose is to include the
extent of the subsets with low generality in the union of the extent of the subset with high
generality. A mathematical description of the process is as following: Given an attribute
set A = {ay,as,...,an} of a formal context, a; denotes the ith attribute. The degree of
attribute a; is defined as Degree (a;) = ||a}||o, which denotes the degree of generality of
the current attribute. The greater the Degree (a;) is, the greater generality the attribute
has in the current formal context. On the contrary, the less the Degree (a;) is, the more
distinctive the attribute is. Since Degree (a;) is calculated without the consideration of
the inclusive relation between the sets, some modification is needed.
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Given a set of Degree (a;), D = {||d}|lo, ¢ = 1,2,...,m} = {0,1,2,...,d|d € N},
according to set theory, there must be d < Degree (A), and d < Degree (O). There exists
a set of objects with the jth attribute, D; = {d}|||a}|lo = j, ¢ = 1,2,...,m} and a set
of attributes with the jth attribute, MD; = {a;|||alllo = j, ¢ = 1,2,...,m}. Compare
the degrees of two adjacent sets D; and D;_y (j > 0), do this for all a; C MD;_,. If
ajla;cvp; € (Uag), it means that, for the current a; C MD;_;, the union of all the
elements in D; includes the union of all the elements in D;_;, and no modification is
needed. Otherwise, let ||al||o = j, renew D;, MD;, and repeat the modification process
until ||a)|lp = d.

The theorem and definitions are used in the optimization of the formal context.

3. Experiments of WSD of English Modal Verb May by the Approach. In this
study, may is chosen as the target word for WSD because it is one of the most frequently
used modal verbs. The meanings of may are categorized as follows [18]:

m epistemic meaning — epistemic possibility
root meaning — root permission or root possibility

For instance,

(1) It may rain today. (epistemic may)

(2) T may be a few minutes late, but I don’t know. (epistemic may)

(3) May I use your phone? (root may)

(4) Visitors may use the swimming pool between 5:00 and 7:00 pm. (root may)

In order to disambiguate epistemic may from root may by formal concept analysis and
make a comparison of the result with the one by BP neural network, the data in [2] were
used in this study, as shown in Table 1 and Table 2.

The first 4 data in Table 1 and Table 2 are the values of MI (mutual information [19])
and they are all continuous values. Since only binary data are allowed in the formal
context, the continuous value data need to be transformed into binary data. First, the
4 data were titled Attributes A, B, C', D and FE, respectively, and then a linear equal

TABLE 1. Data for training set

No. Vectors No. Vectors No. Vectors
1 1.74,1.89, 0.3, 1.57,0 18 1.32,1.52,1.47,0.38,0 35 0,0.67,1.19,1.72,0
2 1.17,1.68,0,0,0 19 1.21,1.67,0,0,0 36 0.57,0,1.02,2.13,0
3 1.74,1.92,0.3,0,0 20 0.81,1.92,0,0,0 37 0, 2.29,1.96, 2.54, 1
4 2.22,1.64,0,0,0 21 0.8,2,0,0,0 38 0.34, 0,049, 1.24, 1
5 0.29,1.1,0,0,0 22 1.07,1.16,1.04, 0, 0 39 2,0, 2.45,1.83,0
6 097 0.91,0,0,1 23 1.08,1.78,0,1.74, 0 40 0.58,0,0.78, 1.25, 0
7 1.75,0.92,0,0.9,0 24 1.05,1.07,1.02,1.30,0 41 0,0,1.35,1.97,1
8 0.79,2.22,0,0,1 25 1.23,1.98,0,0,0 42 0,04, 1.06, 0.85, 1
9 0.53,1.42,0,0,0 26 0,0, 2.27,1.96, 1 43 1.32,0,1.47,1.3,1
10 1.78,1.11,0,0,0 27 0.46,0.93,1.2,1.38,1 44 0.69, 0, 1.14, 1.46, 0
11 1.74,1.45,0,0,0 28 0.38, 0, 0.83, 1.26, 1 45 0,0, 1.14, 2.02, 1
12 0.8, 0.76, 0,0, 0 29 0,0, 1.67,1.46,0 46 0,0, 1.24,1.29, 1
13 1.28,1.16,0,0,0 30 0,0, 1.57,1.36, 1 47 0,0, 2.3,1.24,1
14 0.63,1.14, 0.77,0, 0 31 0,0,1.36,2.1,0 48 0.43,0,1.36, 1.77, 1
15 0.9, 1.52,0.99, 0,0 32 1.2,0,1.3,0.85,1 49 0,0, 1.69, 2.72, 1
16 2,1.83,0,0,0 33 0,0, 2.6,1.39,1 50 0,0, 2.02,1.82,1

—_
N

0.36, 0.8, 0, 0, 0 34 0.51,0, 1.04, 1.87, 1
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TABLE 2. Data for testing set

No. Vectors No. Vectors No. Vectors

1 043,1.76,0,0,1 18 0.74,1.85,0.83,1.94,1 35 0,0, 3.27, 2.07, 0

2 0,0,0.98, 2.06, 1 19 04,0.74,0,0, 1 36 1.59, 1.83,0, 0,0

3 0.77,0,1.82,257,1 20 0,0,1.02,1.67,1 37 1.51,1.37,0, 1.54, 0
4 0.13,0,0.87,2.18,1 21 3,1.79,0,0,0 38 2.05,1.55,0,0,0

5 0.77,16,182,0,0 22 1.11,1.97,0,0,0 39 0.95, 2.19, 1.52, 0, 0
6 1.21,1.71,0.99,0,0 23 0.56,1.84,0,0,0 40 1.83,0.72, 0, 0.99, 0
7 1.35,2.49,0,0,0 24 1.11, 2.05, 0,0, 0 41 0.94,1.62,0,0,0

8 0.12,1.53,0,0,0 25 0.81,1.79,0,0,0 42 0.87,0.98,0,0, 0

9 1.1,1.06,0,0,0 26 0,0, 1.04, 1.86, 1 43 2.10, 0, 2.37, 2.12, 0
10 0.43,0.91, 1, 1.01,0 27 0, 0.67, 2.69, 0.76, 0 44  2.32, 1,0, 1.10, 1

11 0.89, 2.23,0,0,0 28 0, 0.67, 2.69, 0.76, 0 45 1.01, 1.51, 0, 0, 0
12 1.17,1.88,0,2.08,0 29 0,0.39,1.18, 0.96, 1 46 2.30, 0.93, 0, 0, 1
13 1.48,1.39,0,0,0 30 1.01, 1.72,0, 0, 0 47 1.14, 0.81, 0.76, 0, 1
14 0.57,2.53,1.14,0,0 31 1.08,1.62,0, 0,0 48 0.88,0.99, 0, 0, 0
15 0,0,2.34,191,1 32 1.52,1.45,0,0,0 49 0.74, 2.7, 0.83, 0, 0
16 1.54,1.55,0,1.82,0 33 0.88,1.88,0,0,0 50 1.05, 1.12, 0, 1.69, 0
17 0.77,1.72,0,0,0 34 2.23,1.64,0,0,0

Y Y

TABLE 3. Division and symbols of the attributes

Attribute A
ay 0 S A S 0.5 b1
as 0.5<A<1|by

Attribute B
0<B<05]|¢g
00<B<1|co

Attribute C
0<C<05|d;
0.0<C<1]|dy

Attribute D Attribute F
0<D<05|e FE=1
0.0<D<1le E=0

as
Q4
as
Qe

1<A<15
15<A<L<2
2<A<25
20<A<3

1<B<15
15<B<2
2<B<25
25<B<3

C3
C4
Cs
Ce

1< (C<15
1h<C<2
2<(C <25
25<(C <3

1<D<1.5
1.5<D<?2
2<D<25
25<D<3

cr 3<C <35

dividing method was used to divide the continuous values of the data into ranges and
then transform them into binary values, i.e., the symbolization of the data. Each range
was set to be 0.5. Finally, the divisions and symbols of the data were obtained, as shown
in Table 3.

The symbolized data together with other binary data formed a formal context, as shown
in Table 4. After that the formal context was optimized according to the theorem and the
definitions in Section 2, and an optimized formal context of may was obtained, as shown
in Table 5.

Finally, the corresponding concept hierarchical relation diagram was generated by a
SPOAD (structural partial-ordered attribute diagram) tool, see Figure 1. The subscripts
of the attributes were changed into regular size numbers in Figure 1 and Figure 4 consid-
ering the size of the generated diagram and the visibility of the symbols for the attributes.

The test of the model was based on similarity which is described as following:

Object Oy can be described by the features of X; = {21, x9,x3,...,2;}, and object Oy
has and can be described by the features of Xy = {x1,29,23,...,2,}. Suppose X; is
a sample in the training set and it represents a model, the similarity of X; and X5 is
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represented by S:
XN Xy (1)
max (| X[, [ Xz])
If S is 1, then X5, and X; have the same description and are in the same class. If
S # 1, and S is the maximum of a group of S;, then X5 is most approximate to X, and
they are classified into one class. If S of X5 is the same as S; of several other samples,

TABLE 4. Original formal context of may

€ ap az a3z a4 as bl bg b3 b4 b5 Ci Cy C3 C4 C5 Cp dl dg d3 d4 d5 ds

1 1 1 1 1

2 1 1 1 1

3 1 1 1 1

4 1 1 1 1

5 1 1 1 1

6 1 1 1 1 1

7 1 1 1 1

8§ 1 1 1 1 1

9 1 1 1 1

10 1 1 1 1

11 1 1 1 1

12 1 1 1 1

13 1 1 1 1

14 1 1 1 1

15 1 1 1 1

16 1 1 1 1

17 1 1 1 1

18 1 1 1 1

19 1 1 1 1

20 1 1 1 1

21 1 1 1 1

22 1 1 1 1

23 1 1 1 1

24 1 1 1 1

25 1 1 1 1

26 1 1 1 1 1

27 1 1 1 1 1

28 1 1 1 1 1

29 1 1 1 1

30 1 1 1 1 1

31 1 1 1 1
32 1 1 1 1 1

33 1 1 1 1 1

34 1 1 1 1 1

35 1 1 1 1

36 1 1 1 1
37 1 1 1 1 1
38 1 1 1 1 1

39 1 1 1 1

40 1 1 1 1

41 1 1 1 1 1

42 1 1 1 1 1

43 1 1 1 1 1

44 1 1 1 1

45 1 1 1 1 1
46 1 1 1 1 1

47 1 1 1 1 1

48 1 1 1 1 1

49 1 1 1 1 1
50 1 1 1 1 1
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TABLE 5. Optimized formal context of may
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then X5 is classified into the class which has the maximum members of samples having
co-occurred features. In this way, the model can be tested. The whole process of WSD
of may is shown in Figure 2. By comparing the similarities of the model of testing data
with the generated model, the accuracy of WSD of may reached 88%. This accuracy is
higher than that in [2] (78%), which implies 10% increase in accuracy of WSD of may by
the new approach.
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FIGURE 1. Generated concept lattice of may

| Training data in continuous values in TABLE 1 |

v

Symbolization of continuous values into qualitative symbols
ayg, ... de, bl, ...bs; Cl, ... C7; d],... d:r'.

| Optimization of the formal context |

|Generation of concept lattice for mayl
| Comparison of similarity |—>| Output |

Symbolization of continuous values nto qualitative symbols
01’,... 05’; blaﬁ... b51'. Cl,,... C7,'. dlﬁ,... d:r". (31’

*

| Testing data in continuous values in TABLE 2 |

F1GURE 2. Process of WSD of may

TABLE 6. Comparison of accuracies of WSD of 4 English modal verbs

modal verbs may must can will
approach: rate | BPNN: 78%  BPNN: 84%  ANFIS: 76%  FCM: 90%
approach: rate | FCA: 88% FCA: 96% FCA: 80% FCA: 99%
improvement 10% 12% 4% 9%
BPNN - BP neural network approach; ANFIS — Adaptive network-based
fuzzy inference system approach; FCM — Fuzzy c-means clustering approach
and FCA — formal concept analysis approach

The similar experiments were also carried out on must, can and will using the new
approach in order to verify the effectiveness of the approach in WSD of the English
modal verbs. The experimental data were from [3-5], and the experimental results were
compared with those from [3-5]. The comparative results are listed in Table 6.
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It is known from Table 6 that the rates of correct disambiguation of different modal
verbs by FCA approach are commonly higher than that by other approaches, which proves
the effectiveness of FCA approach for the WSD of English modal verbs.

It should be noted that the linear equal dividing approach is used to divide the contin-
uous values of the attributes in this study. The linear equal dividing approach is an easy
approach but not the optimum one. If the division of the attributes can be optimized,
the accuracy of disambiguation of the modal verbs can be further improved.

4. Knowledge Discovery. Besides improving the accuracy of disambiguation, the new
approach can also be used for the discovery of knowledge behind the modal verbs, such
as the relations between the objects and the attributes, and the relations between the
attributes.

As shown in Figure 1, there are 6 attributes at L1: ag, bs, c5, €1, a; and ¢;, among
which ag and bs cover the most of members of the objects (44% and 40%, respectively).
Attribute ag mainly covers the objects of epistemic may; and attribute bs mainly covers
the objects of root may. This implies that ag and b5 are two attributes with great extents.
Since ag and b5 are both the high values of MI between epistemic may and the subject
and between epistemic may and the main verb, respectively, and high values of mutual
information embody high degree of relevance of the two words, it may be inferred that
the attributes of high semantic relevance of epistemic may and the adjacent words have
greater extent than the other attributes. This also implies that the MI of epistemic may
and the adjacent word have the function of generalization of the concept of may.

On the contrary, ¢ (k=1,2,...,7) and d,,, (m = 1,2,...,6) are the intents of epistemic
may, and a; (1 = 1,2,...,6) and b; (j = 1,2,...,6) are the intent for root may. Here,
¢, and d,, represent the MI of root may and the subject and the MI of root may and
the main verb, respectively; a; and b; represent the MI of epistemic may and the subject
and the MI of epistemic may and the main verb, respectively. Therefore, in the WSD of
epistemic may from root may, attribute ag is the extent of epistemic may, and ¢, and d,,
are the intents of epistemic may; attribute b5 is the extent of root may, and attributes a;
and b; are the intents of root may, as shown in Figure 3(a).

may must
Epistemic  Root Epistemic Root
Extents  as bs Extents a3, di, ¢ bs
1 a I
Intents ¢, dy aj, bj Intents ij Ck . Cic

(a) (b)
FIGURE 3. General extents and intents of may (a) and must (b)

In the same way, the concept lattice of must is generated with the data in [3], as shown
in Figure 4. In the case of must, a; (i = 1,2, ...,6) are the MI of root must and the subject;
bj ( =1,2,...,6) are the MI of epistemic must and the subject; ¢, (k =1,2,...,5) are
the MI of root must and the main verb; d,,, (m = 1,2,...,7) are the MI of epistemic must
and the main verb; e; denotes that the sample sentence is in active voice and f; means
that the sample sentence is negative. In the training set, the first 25 samples are for root
must and the other 25 samples are for epistemic must.

It can be seen from Figure 4 that b3 at Level 1 covers all the members of root must,
and d,, and ¢, take the prominence as the end nodes; a3, d; and ¢; at Level 1 covers
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FIGURE 4. Generated concept lattice of must

most of the members of epistemic must, and b; and ¢, take the prominence as the end
nodes. Therefore, we may generalize that in the WSD of root must from epistemic must,
attributes b3 is the extent of root must, and d,, and ¢, are the intents; attribute as, d;,
c; are the extents of epistemic must, and attributes b; and ¢, are the intents, as shown in
Figure 3(b).

It is noted for the case of must that the extent of root must is centralized at b3, and
the extents of epistemic must are relatively decentralized at different attributes, such as
as, di and c¢;, which means that epistemic must is sensitive to different attributes.

In the same way, some knowledge behind other modal verbs can also be discovered.
The knowledge discovered by the proposed approach includes the extents and intents of
a concept (a sense of a modal verb), the hierarchical relations between the attributes
and the relations between the objects and the attributes. This knowledge provides an
important basis for the proper feature selection for WSD in natural language processing,
and it brings new light for the semantics of English modal verbs.

5. Conclusions. A new approach is proposed based on the formal concept analysis. The
senses of English modal verbs can be disambiguated and some valuable knowledge can be
discovered using this approach. The approach is advantageous in the higher accuracy of
word sense disambiguation (WSD), the hierarchical representation of the complex data,
the visualization of the data structure and the feasibility of knowledge discovery. From
the above systemic and comparative study, the following conclusions are drawn:

(1) The new approach is a powerful tool for WSD; it can improve the accuracy of WSD
of English modal verbs. The accuracies are increased by 10%, 12%, 4%, 9% for
may, must, can and will, respectively.

(2) The new approach not only can be used as a classifier, but also can visualize the
concept hierarchical relations between the objects and the attributes and the hori-
zontal relations between the attributes. Therefore, the complex knowledge behind
the word senses can be discovered using this approach, especially the complex hi-
erarchical relations between the objects and the attributes of English modal verbs.
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(3) The knowledge discovered by the new approach provides important basis for the
feature selection for WSD in natural language processing. It also provides references
for the inference of the senses of English modal verbs and broadens the view of
semantic study of modal verbs.

(4) Tt is feasible to apply the new approach to the WSD and knowledge discovery of
other modal verbs and other semantically complex words, such as secondary modal
auxiliaries, prepositions, and other words which often occur in ambiguous senses.
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