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ABSTRACT. In this paper, a new real-time video scaling technique that preserves the
dominant contents of video is proposed. Because a correlation exists between consecutive
frames in video, determining the seam of the current frame with reference to the seam of
the previous frame allows us to present an effective real-time video scaling technique with-
out additional visual artifacts and analyzing the entire video. For this purpose, frames
that have similar features in video are classified into a shot, and the first frame of a shot
is resized using conventional seam carving on static images to preserve the important
contents of the image as much as possible. At this time, the information about the seam
extracted to convert the image size is saved, and the size of the next frame is controlled
with reference to the seam information stored in the previous frame. And then, above
process is repeated. The proposed algorithm has a fast processing speed similar to the
bilinear method, while preserving the main content of an image to the greatest extent
possible. In addition, because the memory usage is remarkably small compared with the
existing seam carving method, the proposed algorithm is usable in mobile devices, which
have many memory restrictions. Computer simulation results indicate that the proposed
technique provides a better objective performance, subjective image quality, and content
conservation than conventional algorithms.

Keywords: Real-time processing, Content-aware image resizing, Seam carving

1. Introduction. Because of the development of wireless communication and mobile
electronic equipment, the availability of images has increased, and images have been al-
ready considered to be important information media. In order to use an image more
effectively, image resizing is important, and thumbnail generation has become an indis-
pensable technology, which produces small images to enable effective searching through
a large quantity of images. However, because the simple existing resizing technique does
not take into consideration the contents of an image but changes all of its parts equally,
the contents become transformed and distorted. Therefore, in order to change the image
size effectively, it is necessary to develop a new content-based image resizing method that
preserves the contents of an image while changing its size.

In the conventional interpolation method, also known as the representative scaling
method, if the scaling ratio is different from the aspect ratio of the source image, the
contents of the source image are transformed (Figure 1(b)). Therefore, content-based
geometric transformations have been studied in order to prevent this phenomenon. There
is the simple crop technique [1], which seeks out and shows the main content within
an image (Figure 1(c)). However, this technique has the disadvantage of deleting video
information, with the exception of the preserved contents themselves. To compensate for
this shortcoming, Liu and Gleicher [2] proposed the fish-eye warping technique, which
enlarges the main content and diminishes the rest of the video information except for
the preserved contents (Figure 1(d)). Fish-eye warping preserves the main content of
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(c) Crop (d) Fish-eye warping (e) Seam carving

Ficure 1. Comparison of various methods to resize images

an image as much as possible but has the disadvantage of severely distorting the rest
of the video information. Recently, Avidan and Shamir [3] introduced the seam carving
technique, which is acknowledged to have high image scaling performance. This method
deletes or adds pixels that have low importance and influence on image distortion (Figure
1(e)). In addition, studies on additional methods to preserve the contents and change the
size of an image are in progress [4-6,13-21].

Video carving [9,10], which is the application of seam carving to a video, uses a 3D
cube to connect the frames to the time axis. In a video, the contents of an image change
locationally and geometrically with time. Therefore, in order to attain effective image
scaling, the entire 3D cube has to be detected while considering the energy of one spatial
axis and the time axis. Because the dynamic programming technique [22,23] that is
used for the seam carving of static images requires a large amount of memory and many
operations, the graph cut [24,25] technique is instead used in video carving.

The 3D cube is a set of frames connected to the time axis, and the red surface inside
the cube is the best seam set that is obtained by searching the whole cube (Figure 2). The
image size in a video can be changed by one pixel by adding or removing one seam set.
Therefore, for the conversion to various sizes, the 3D cube must be searched separately
for each of the seam sets required. Because the video carving has to generate a 3D cube,
it uses a large amount of memory. In addition, because many operations are needed in
order to search and analyze the 3D cube, it is impossible to achieve real-time processing
on a system with limited resources, such as a mobile terminal.

In this paper, a content-based technique for geometric image transformation on a real-
time basis is proposed. Because a correlation exists between consecutive frames in a
video, the seams of two consecutive frames are analogous. By determining the seam
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Video Sequences

FIGURE 2. Video carving

of the current frame from this correlation, an effective real-time video scaling technique
without the shaking phenomenon and analyzing the entire video is proposed.

The proposed technique operates by shot unit, which means that the consecutive images
are taken by a single camera, and all of the frames within a shot have similar features.
First, in order to separate each shot effectively in a video, a shot change is detected by
monitoring the brightness differences and the histogram differences, which are susceptible
to movement and color change [11,12], respectively. If a shot change is generated and a
new shot begins, the first frame of the shot is resized using the conventional seam carving
technique on the static image. At this time, the seam extracted by the seam carving
technique and the energy information according to the seam coordinates are stored. The
proposed image resizing technique can calculate the new seam of the next frame in real-
time using the stored information instead of creating a 3D cube which requires information
on all of the video frames.

This paper is organized as follows. The proposed algorithm is presented in Chapter 2.
Chapter 3 presents and discusses the experimental results. Finally, our conclusions are
given in Chapter 4.

2. Proposed Image Resizing Algorithm in Video. As shown in Figure 3, the pro-
posed real-time content-based geometric image transformation system is composed of
three parts: shot change detection (SCD), generating seam using the information of the
previous frame, and image resizing. The input image is obtained by the frame and its
RGB values are recorded. The proposed algorithm determines whether a new shot is
initiated by detecting a shot change. In a case where a new shot is initiated, the stored
seam information of the previous frame is ignored, and the seams are searched using the
seam carving technique on the static images. At this time, after saving the information
about the searched seam, the image is converted to the target size. On the other hand, in
a case where a shot change is not generated, the seams of the current frame are calculated
by using the stored seam information of the previous frame, and then the image resizing
is carried out.

As shown in Figure 3, the proposed real-time content-based geometric image trans-
formation system is composed of three parts: shot change detection (SCD), generating
seam using the information of the previous frame, and image resizing. The input image
is obtained by the frame and its RGB values are recorded. The proposed algorithm de-
termines whether a new shot is initiated by detecting a shot change. In a case where a
new shot is initiated, the stored seam information of the previous frame is ignored, and
the seams are searched using the seam carving technique on the static images. At this
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time, after saving the information about the searched seam, the image is converted to the
target size. On the other hand, in a case where a shot change is not generated, the seams
of the current frame are calculated by using the stored seam information of the previous
frame, and then the image resizing is carried out.

2.1. Detecting shot change. Because a video viewed on a PC and/or in a mobile
environment has generally more than 10 fps, the shot change detection is performed every
10 frames. First, the feature values are extracted between two consecutive frames.

) =SS i) — (), .
s 1
o) = 5% (8] = s 1),

where i, (i, j) is the (i, j)th pixel value in the nth frame, and f; represents the brightness
change susceptible to movement. In addition, h, (k) indicates the number of the pixels
whose value is k in the nth frame, and the difference between h(k)s of neighboring frames
is defined as fj, of the histogram change susceptible to color change.
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For the stability of the algorithm, the shot change detection is not performed until 10
feature values are gathered. After 10 feature values are gathered, the largest and the
second largest feature values are extracted and the difference between the two values is
calculated. The shot change between two consecutive frames is detected through the
following equations.

SCD — 1, if m; >‘3sz- and my, > 3s;, ,

0, otherwise
=) o= ey, 2)
mp = max(a), s = pax (@),

F, = {fz(n - 9)7fi(n - 8)a T 7fl(n - 1)7fi(n)}7
F, = {fh(n - 9)afh(n - 8)7 T 7fh(n - 1)afh(n)}a

where F; and F}, are the sets of the feature values calculated on the previous 10 frames,
and m; and s; are the largest and the second largest values within the set F;. Also, my,
and sj, are the largest and the second largest values within the set Fj,. In the case where
m; and my, are three times greater than s; and s, respectively, it is determined that the
shot change has happened. If a shot change is detected, as mentioned above, the shot
change detection process is not performed until 10 new feature values are gathered.

2.2. Deriving seam in the first frame. After a shot change is generated, the conven-
tional seam carving technique for a static image is applied to the first frame. All the
coordinate and energy values of the seams of the first frame are stored in order to use
these information when finding seams in the next frame. The following equations show
the stored information of the seam in W x H frame.

S = [Sla S?a 537 o ']7 Sn = {Ca Ea eac}a
C = [«T07 L1y, =0y fol] or [y(]a Y, ==, wal]a (3)
E = e, €1, ---, eg_1] or [eg, €1, <=+, ew_1],

where the set S, includes the information about one seam, and S is the array of S,
found in one frame. The number of seams is determined by the target image size. S,, is
comprised of the array C' of the seam’s coordinates, the array E which shows the energy
in each coordinate, and the value e,. accumulating all the values in E. At this time, C
stores only = coordinates in case of the vertical seam or only y coordinates in case of the
horizontal seam. W and H show the width and height of image, respectively. Figure 4
shows an example of storing seam information from the results of seam carving.
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FIGURE 4. Seam data storage example
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Seams 1, 2, 3, and 4 are numbered in the ascending order of their energy values. The
corresponding coordinate sets, energy values, and total cumulative energy values for each
seam are stored systematically in the buffer.

2.3. Generating seam of current frame by new scheme. When no shot change
occurs and the current frame belongs to the same shot as the previous frame, the seams
of the current frame are extracted with reference to the stored information about the seams
in the previous frame. Because there is a correlation (a similarity) between neighboring
frames within an identical shot, the energy distribution of the neighboring frames are also
correlated and similar, and the seams of a frame are analogous to those of neighboring
frame. Therefore, the seams of the current frame are extracted in the specified range
from the coordinates of the seams of the previous frame. That is, when the seams are
extracted, the continuity of the time axis has to be considered. If the seams for each frame
in video are extracted independently, the shaking phenomenon (jitter of the main content
in video) occurs. This shaking phenomenon occurs, in particular, because of a difference
in the numbers of the seams around the contents each frame. For example, assume that
in the first frame, three seams and five seams were extracted from the left and right of
some content, respectively, whereas in the second frame, five seams and three seams were
extracted from the left and right of the same content, respectively. When the image size
is changed, the two image sizes are identical because eight seams were equally extracted
for each frame. However, the relative locations of the contents between the two frames
have a difference of 2 pixels. If this process is repeated, a jitter of the contents will occur.
Figure 5 shows the results of independently expanding the size of the consecutive frames
by the seam carving.

If we give attention to the picture in the red circle each frame in Figure 5, we can
observe that 7 seams and 1 seam exist to the left and right of the red circle in the first
frame, respectively, whereas 6 seams and 2 seams exist to the left and right of the red
circle in the second frame, respectively. In the original video, the picture in the red circle
exists in a fixed location. However, in the images expanded independently by the seam

(c) 3rd frame (d) 4th frame

FIGURE 5. Independent seam carving result for each frame
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carving, the picture in the second frame moves 1 pixel to the left compared to the first
frame. If these processes are repeated, the contents in the red circle shake tremendously.

Therefore, in a video, preventing the shaking phenomenon is more important than
finding the optimum seam. This section presents a new process to extract seams that
prevents the shaking phenomenon and preserves the form of the dominant content. Figure
6 shows the whole procedure for determining the seam of the current frame by using the

seam of the previous frame.

2.3.1. Seam ordering of current frame. When the seam carving is performed, after re-
moving the seam that is extracted first in order to avoid overlapping between seams, the
next seam is extracted. Figure 7 shows the coordinates overlapping phenomenon in a case

where seams overlap.
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Ficure 8. Examples of three kinds of starting coordinate and candidate seam

In Figure 7, overlapped coordinates are generated at the location where the first seam
and the second seam meet. If the coordinate of the overlapped part is used when the
image size is modified by the seams, it will be incorrect by 1 pixel at the location of the
overlap. In conclusion, a distortion of the image occurs. Therefore, a specific order is
used for the seams. That is, the seam order of the current frame is identical to that of
the previous frame. For example, the information of the 4th seam of the previous frame
is stored in order to get the 4th seam of the current frame. Equation (4) indicates that
the seam information of the previous frame is referred in order to produce the seam of
the current frame.

Srer = Siln— 1), (4)
where S,.; has the same structure as S,, in Equation (3), and is the reference to produce
the new seam. Also, n is the number of the current frame, and 7 is the number of the
current seam.

2.3.2. Generating candidate seam. In determining the starting coordinate of a seam to be
extracted, the starting coordinates for the reference seam of the previous frame are not
used, but the n coordinates connected from side to side are considered. The reason why
these connected coordinates are considered is that the locations of the next coordinates
are changed according to the starting coordinates, as shown in Figure 8.

The coordinates of the reference seam S,.s computed in the previous frame are indicated
in gray color boxes, and the striped pattern boxes indicate the coordinates of the seams
computed in the current frame. The following equation indicates the process of calculating
the starting coordinate from S,.

C C S, c¢=0C(0), (5)
SP=[c—k c—(k—1), -, c+k,

where the array SP of the starting coordinates is the set of the pixels whose distance is
k or less from the first coordinates e¢, and the seam which starts with the each element
of SP is the candidate which can be the final seam. If the parameter k£ is too high
value, temporal connection cannot be maintained, so shaking phenomenon occurs. Figure
8 shows each seam candidate if £ = 1, that is, three possible starting coordinates are
taken into consideration. The next coordinate of a seam is obtained with reference to the
currently selected coordinate and the seam of the previous frame. Thus, the coordinates of
candidate seam are sequentially obtained to top-down direction in vertical seam (left-right
direction in horizontal seam).

First, the starting coordinate of the candidate seam is the each element of SP, which
becomes the determined coordinate py. The p is set of coordinate of seam candidate. The
next coordinate p,; of p, is obtained with reference to p, and the reference seam S,.;.
The condition to find p,; is given by

1. p, and p,; are spatially connected (spatial connection).
2. ppy1 and C (C S,.y) are connected to the time axis (temporal connection).
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Equation (6) is the process of finding the candidate pixel (CanPix) satisfying the
above condition.
CanPix = SPANTEM,
SPA = {a|p, — 1<z <p,+1}, (6)
TEM = {z|C C 8¢y, C(n+1)—1<z<C(n+1)+1},

where n is & coordinate (horizontal seam) or y coordinate (vertical seam) of p,. SPA
and TEM is the pixel set satisfying the spatial connection and the temporal connection,
respectively. That is, SPA includes the adjacent pixels to p,, and TEM includes the
adjacent pixels to C' (C Syes). Figure 9 shows an example of the spatial connection
condition, temporal connection condition, and the set CanPix satisfying two conditions.

By using that the energy distribution between the previous frame and the current frame
is similar, among CanPiz, the pixel whose energy value is the most similar to E (C Sy)
is determined as the next coordinate p,,;. The energy equation is the forward energy
used in the seam carving of the static images, and p,.; is obtained by Equation (7).

prr=arg . min o ([PE(e) = B(n+ 1), (7)
where F'E(e) is the function finding the forward energy.

Figure 10 shows the process where a seam is determined by comparing the energy values
for candidate coordinates and the energy value for each seam coordinate of the previous
frame.

C (C S,¢r) and the determined coordinates of the candidate seam are shown in gray
color boxes and nets pattern boxes, respectively. And CanPix are shown in striped
pattern boxes each step. After the energy values of CanPizx are compared with E (C
S,er) in the same row, the most similar pixel coordinate is selected as the next coordinate
Pni1- In the leftmost image in Figure 10, two candidate pixels which can be a seam in
the current frame have energy values of 21 and 52. Because the candidate with an energy
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value that is most similar to 51 among the two candidates is the right one, the candidate
with the energy value of 52 becomes the element of candidate seam in the current frame.
This process is repeated until the candidate seam for the current frame is finally made.

2.3.3. Seam determination. In order to determine the final seam among all candidate
seams obtained in above section, e,. (C S,.r) is compared with the total energy value
for each candidate seam. The seam of which the total energy value is most similar to e,
(C Syef) is selected as the final seam. Figure 11 shows the process of selecting the final
seam.

C (C S,¢f) and the candidate seam for each starting coordinate is shown in gray color
boxes and nets pattern boxes, respectively. Comparing the total energy value of each
seam with the energy value of the seam in the previous frame, the seam with the smallest
difference is determined to be final seam in the current frame. The information about the
seam determined in the current frame as the final one are saved, and these information
are then used to find the seam in the next frame.

2.4. Image resizing. The image size is modified by the coordinates of all the seams that
are finally determined in the current frame. When reducing the image size, as many seams
as necessary are deleted in the order of the seams, one at a time. On the other hand,
pixel values are inserted to the coordinates of the seams in the order of the seams in the
case of increasing the image size. At this time, existing image interpolation methods are
used to add these pixel values. Figure 12 shows examples of the process to control the
image size. As shown in Figure 12(a), a seam map is first produced by the stored seam
information. The size of the seam map is identical to that of the original image, and the
corresponding seam numbers are stored with the coordinates of the seams. The image
size is controlled by the produced seam map. When reducing the image size, as shown in
Figure 12(b), the seam map is searched and the pixels with the coordinates of the first
seam are removed. After the size of the source image is reduced by one seam, in order
to fit the synchronization of the coordinates, the referred seam is removed from the seam
map. The image size is reduced by repeating this process for each seam to be removed.

On the other hand, when the image size is enlarged, as shown in Figure 12(c), empty
spaces are inserted at the same coordinates as the coordinates of a seam. In addition,
the pixel values generated by an interpolation method are filled in the empty spaces, and
the image size is expanded. As the image size is increased, after the size of the source
image is expanded by one seam, in order to fit the synchronization of the coordinates,
the referred seam is inserted in the seam map. The target image is obtained by repeating
this process.

39 40 51 E{f):53

51 52 52 Ej1):51

21 1 21 E(2)-50

i1 1 1 E(3):48

40 40 40 E(4):45
€a=192 2x=194 2,=205 E(C Sug)

Select & Save (8ar (T Spgp)=247)

FIGURE 11. Example of final seam determination
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3. Experimental Result. In this section, the performance of three image resizing tech-
niques are evaluated, namely, the bilinear method, the technique of applying Avidan’s
algorithm [3] to a video, and the proposed technique. A 320 x 240 resolution video was
used as the test image and horizontally enlarged by 10% and 30%. First, each method
was evaluated on the basis of its runtime and the average memory usage, which are the
most important factors in real-time processing. The experiments were performed in the
1.86GHz dual core with 2GB memory. In order to enhance the reliability in the measured
value, the same process was repeated 10 times, and the averages of the result values were
compared.

Table 1 and Table 2 show the runtime and the average memory usage of each algorithm,
respectively.

As the Avidan’s algorithm needs many operations and the large storage space in order
to analyze the entire frames in video, it cannot be performed on a system with limited
resource such as a mobile terminal. However, the proposed algorithm runs about 11 ~
13 times faster than the Avidan’s algorithm and achieves the comparable runtime as
compared with the bilinear method as shown in Table 1.

Since the proposed algorithm is designed for mobile terminal, the memory usage is also
important. As shown in Table 2, the proposed method requires lower memory about
3 times than the Avidan’s algorithm. Because the new seam of the current frame is
computed with reference to the seam information of the previous frame, the memory
usage of the proposed method is similar to that of the bilinear method which is usually
performed to resize image on mobile device. Thus, the proposed method can be practically
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TABLE 1. Run-times for different algorithms (second)

Algorithm 352 x 240 (10%) 416 x 240 (30%)

Bilinear 6.234 6.875
Avidan’s 91.890 252.218
Proposed 8.296 17.437

TABLE 2. Memory usages for different algorithms (KB)

Algorithm 352 x 240 (10%) 416 x 240 (30%)

Bilinear 472.5 517.5
Avidan’s 1,973.4 2,018.4
Proposed 565.2 790.4

(a) Original (b) Bilinear method

(c) Avidan’s algorithm (d) Proposed

F1GURE 13. Results expanded in width direction by 30%

applied to resize the frames in video on mobile terminal while preventing the shaking
phenomenon and preserving the important contents.

Next, whether the main content was maintained and whether the shaking phenomenon
exits or not were compared through each result frame. Figure 13 shows the 6th frame
from the frame results of each algorithm.

Compared with the source image in Figure 13(a), the result of the bilinear technique in
Figure 13(b) indicates that the shape of the human face has been broadened. However,
in the images results from Avidan’s algorithm and the proposed algorithm, the shapes
of the face are similar to that in the original image. Thus, it is seen that the proposed
algorithm maintains the main content of the image.
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TABLE 3. Error rates for different algorithms

Algorithm 352 x 240 (10%) 416 x 240 (30%)
Avidan’s 66.879 77.472
Proposed 3.583 6.204

FiGUurE 14. Differences between adjacent frames in original video

Finally, the differences between the experimental results and source image are shown
as Error Rate given by

height—1 width—1 o o
Dy= 3> 2 [fali;d) = fasa3: 9],
7=0 =0 (8)

K-1

(= heightlxwidth Y. Dy, Error Rate = ‘1 - C—CO x 100,
k=1

where f, indicates R, (G, B values of the nth frame, and D,, shows the error per pixel
between nth frame and (n 4 1)th frame. K is the number of total frames, and (; is the
error between frames in the original video. Error Rate represents the difference between
original video and the result video. Table 3 shows numerically how many differences the



1490 D. PARK, K. LEE AND Y. KIM

(a) Avidan’s algorithm (b) Proposed

Ficure 15. Differences between adjacent frames after applying Avidan’s
and proposed algorithm

result images by the proposed method and the Avidan’s method shows with the original
video by FError Rate.

As shown in Table 3, the result images by the proposed method have the smaller error
rate and are more similar to the original video than those of the Avidan’s method.

Figure 14 shows the differences between adjacent frames in the original video. Because
these frames belong to a single shot, any differences between adjacent frames are small.

As shown in Figure 15(a), because the technique applying Avidan’s algorithm to video
does not consider the relation between adjacent frames, the shaking phenomenon occurs
and many differences between neighboring frames are generated. On the other hand,
because the proposed algorithm considers the correlation between adjacent frames, there
is no shaking phenomenon and the differences between neighboring frames are similar to
those in original video as shown in Figure 15(b).

4. Conclusions. In this paper, a new real-time video scaling technique that preserves
the contents of a video was proposed. Because a correlation exists between consecutive
frames in a video, by determining the seam of the current frame with reference to the
seam of the previous frame, we were able to propose a real-time video scaling technique
without the shaking phenomenon for the contents and analyzing the entire video. The
conventional seam carving requires too much complexity and a large amount of memory
because the entire frames in video have to be analyzed. Therefore, the conventional seam
carving cannot be performed on a system with mobile terminal. The proposed algorithm
has a fast processing speed similar to that of the bilinear method, while preserving the
main content of an image to the greatest extent possible. In addition, because the memory
usage is remarkably small compared with the existing seam carving method, the proposed
algorithm is usable in mobile terminals which have limited memory resources. Computer
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simulation results indicate that the proposed technique provides better objective perfor-
mance, subjective image quality, shaking phenomenon removal, and content conservation
than conventional algorithms.
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