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ABSTRACT. The main purpose of this paper is to propose a novel framework based on
the separate classification of each partition of a face using the Common Vector Approach
(CVA) and the combination of the classification results with the Majority Voting tech-
nique to classify test images. First of all, the thirteen different partitions (forehead, two
eyebrows, two eyes, two cheeks, nose, mouth, chap and three spaces between some par-
titions) that effectively represent a face are extracted. When the partition vectors are
applied to our proposed framework, higher recognition rates are obtained when compared
with those obtained by the PCA, D-LDA and CVA methods for the image vectors ob-
tained by stacking the partition vectors. Although the SVM classifier is superior to all
other classifiers in terms of recognition performance, our proposed framework is an ap-
propriate choice when the recognition results, processing time and memory requirement
issues are all taken into account.

Keywords: Face recognition, Face partitioning, Geometric descriptors, Common vector
approach, Linear discriminant analysis, Support vector machine

1. Introduction. Over the last two decades, face recognition technology has become
one of the most important technologies due to its applications, such as use in personal
identification, security access control, surveillance, telecommunications, digital libraries,
human-computer interaction and in the military. Face recognition can be described as
the identification process of a given input facial image from a stored face database.

One of the major difficulties in analyzing and recognizing human faces is the large sam-
ple size problem of face images. Extraction of the most representative features from facial
images significantly improves the performance of any face recognition system. Therefore,
feature extraction is a crucial step for face recognition. In geometrical feature extraction,
geometric descriptors of biometric facial components, such as the eye, eyebrow, eyebrow
thickness, forehead, mouth, nose, chin, cheek and the zygomatic region, are used [1].
Hess and Martinez [2] extracted all the corners and borders of facial features using the
Smallest Univalue Segment Assimilating Nucleus (SUSAN) algorithm for a model-based
videophone coding system. Samra et al. [3] attempted to locate the major facial com-
ponents or feature points in an image. The Local Binary Pattern (LBP) that learns the
most discriminative LBP-like features for each facial region in a supervised manner has
recently been introduced [4]. In contrast to pixel-based studies, the gradient image has
been partitioned on a grid in polar coordinates for probabilistic learning to recognize faces
[5]. In their study, the partitions include seven radial sectors and a central region whose
radius is chosen to make the areas of all partitions equal. A fast facial feature extraction
using a deformable shape model with Haar-wavelet based local texture attributes has also
been proposed [6]. De Vel and Aeberhard [1] have used a set of random rectilinear line
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segments of 2D facial images as the underlying image representation. The line segments
are less sensitive to variations in the face and background because they combine the local
properties with spatial information of a facial image. The geometrical method of fea-
ture extraction from human ear images to perform human identification is presented in
[7,8]. The positions of the speaker’s face and mouth are reliably localized in videophone
sequences by an effective approach based on amplitude projections in the regions of the
mouth [9]. Shih and Chuang [10] presented a novel approach called the double-threshold
method for the extractions of the human head, face and facial features. In this method,
the high-thresholded image is used to trace head boundary, and the low-thresholded im-
age is used to scan face boundary. The concentric circular Fourier-Zernike descriptors
(CCFZD) were recently utilized as a new method for face image retrieval [11]. In their
paper, the local invariant Zernike moments are computed for each concentric circular sub-
image to obtain the Fourier-Zernike descriptors. A variety of other approaches are also
proposed to extract facial features from images [12-14].

In addition to geometrical approaches, several other analytical methods are also used
for the purpose of feature extraction from images. An efficient and stable feature extractor
based on the Maximum Margin Criterion (MMC) has been established [15]. Wang et al.
[16] newly introduced an Adaptively-weighted Sub-pattern Locality Preserving Projec-
tion (Aw-SpLPP) algorithm for face recognition. Bayesian Network [17], localized PCA
[18], real-time video object segmentation [19], and LDA [20] are also used for feature
extraction. The feature extraction problem has been presented as a multidimensional op-
timization problem and is overcome by deformable graphs and dynamic programming in
[21]. Two-stage 2DPCA and two-stage 2DLDA are also proposed as image feature extrac-
tion methods to overcome the disadvantages of 2DPCA and 2DLDA [22]. The Protrusive
Graph method is combined with both iterative clustering and smoothing refinement to in-
teractively partition 3D models according to any user-specified partitioning requirements
[23].

Subspace methods are widely used among the existing face recognition techniques. In
these methods, the variations between images under changeable illumination conditions
and/or different facial expressions can be successfully modeled by low-dimensional linear
spaces, even when there are many light sources and shadows. Subspace analysis methods,
such as PCA, LDA and DCV, have been extensively preferred in signal processing and
computer vision problems as efficient methods for both reducing dimension and deter-
mining the direction of the projection with certain properties [24-28]. Other subspace
methods, such as Independent Component Analysis (ICA), nonlinear PCA (NLPCA)
and Kernel PCA (KPCA), are all modifications or extensions of PCA used to address
higher-order statistical dependencies [27]. In addition to these methods, LDA-based ap-
proaches, namely the Direct LDA (D-LDA), Fisher’s LDA (FLDA) and GLU-LDA, have
been presented [29-32].

The following also describes some of the popular approaches used in face recognition.
Support Vector Machine (SVM) is combined with wavelet statistics [33] and component-
based features [34,35] to recognize faces. A feature-based biometric face recognition sys-
tem together with some initial experiments is also implemented [36]. In this system,
informative features in facial images are located by Gabor filters, which provide an auto-
matic system that does not accurately detect facial features. Martinez [37] proposed an
approach that uses Hidden Markov Models (HMMs) to identify and index facial images
from a database of static and dynamic (video) images. As an interesting application, a
cost-effective bi-directional people counter for the pedestrian flow passing through a gate
or door is designed based on area estimation and color analysis [38]. Although many algo-
rithms have been developed to classify facial images, they still cannot effectively identify
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facial images under different illumination conditions and/or the facial expressions. Thus,
new combinations of face recognition methods and feature extraction techniques are nec-
essary.

We propose a procedure having the following steps. First, the facial portions in the im-
ages of individuals are cropped and resized because regions other than the facial portions
have unnecessary information. Second, the thirteen different partitions that represent a
face more effectively than the whole face are automatically extracted; these partitions are
the forehead, left eyebrow, right eyebrow, left eye, right eye, nose, left cheek, mouth, right
cheek, chap, the area between the eyes and eyebrows, the area between the left cheek and
nose, and the area between the right cheek and nose. The feature vectors of images of
each individual are then constructed by stacking partition vectors. Third, these feature
vectors and the vectors obtained from the whole face images are separately applied to the
well-known methods, the Common Vector Approach (CVA), PCA, D-LDA and SVM, for
face recognition. Finally, in the proposed framework, each partition is separately assigned
to an individual by CVA, and the classification results are combined with the Majority
Voting technique to recognize the test image. During the training phase of CVA, the
difference subspace and the common vector for each partition are obtained using the cor-
responding partitions of poses in the training set of each individual. During the test phase
of CVA, first, the remaining vector for each partition of a test image is calculated. Then,
the distance between the remaining vector and common vector of that partition is used for
the classification of the test partition. According to the Majority Voting technique, test
image is assigned to an individual class, which is mostly addressed by the classification
results of the partitions. All of the recognition rates are obtained by carrying out the
“leave-one-out” procedure. In the experimental studies, the AR Face Database is used
[39].

The remainder of this paper is organized as follows. In the second section, the feature
extraction process is broadly explained. Following the explanations of the PCA, D-LDA,
SVM and CVA methods in the third section, the experimental study, discussions and
conclusions are given in the fourth, fifth and sixth sections, respectively.

2. Feature Extraction.

2.1. Face localization. The images in the AR Face Database are bust shots of individ-
uals. The original sizes of the images are 576 x 768, and the images are represented by
24-bit in depth. These images include not only the facial portions of individuals but also
some blank spaces allocated in the left, right, and top parts of the images. One of the
original images in the database is shown in Figure 1.

Several pre-processing operations were performed on all of the images. Initially, all of
the face images were converted into gray-scale. Then, the gray-scaled images were then

FIGURE 1. An example from the original images in the AR face database
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F1GURE 2. The cropped facial portion of the original image

resampled to size 143 x 191 and normalized to a “O(black)-1(white)” range by dividing all
pixel values with 255. Next, only the facial portions were cropped by applying a MATLAB
program (facefind.m) [40] to the original images in the database. Because the sizes of the
cropped facial portions can differ between images, all facial portions are resized to the
size of 65 x 65. The cropped facial portion of the original image shown in Figure 1 is
shown in Figure 2. Finally, all of the image matrices were converted into matrices with
zero-mean by subtracting the average pixel value from each pixel and with unit-variance
by dividing the image matrices with their standard deviations.

2.2. Face partitioning. One of the most important steps in the partitioning process is
to determine the center of the face. Once the center is correctly determined, the extraction
of facial partitions from that image becomes easier. In this study, the tip of the nose is
taken as the center of an individual’s face and is easily found because its pixel value is
closest to 1 among all of the pixels. After a pixel hatching process is applied on the

11 13

F1GURE 3. The thirteen partitions extracted from the cropped facial por-
tion of the original image. (Note: The sizes of all partitions are intentionally
magnified to clarify the appearance of the partitions.)
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TABLE 1. The dimensions and names of the facial partitions

Partition No. | Location of the Partition Dimension Dimension
1 Forehead 15 x 37 15 x 37
2 Left eyebrow T x 27 7% 23
3 Right eyebrow 7 X 27 7% 23
4 Left eye 7 x 25 7x 19
5 Right eye 7 x 25 7x 19
6 Nose 17 x 23 17 x 23
7 Left cheek 33 x 11 33 x 11
8 Mouth 17 x 33 17 x 33
9 Right cheek 33 x 11 33 x 11
10 Chap 15 x 27 15 x 27
1 The area between the two eyes None 13 % 11
and the two eyebrows

12 The area between the left cheek 19 % 5 19 % 5
and the nose

13 The area between the right cheek 19 % 5 19 % 5
and the nose

cropped facial portions, the tips of the noses on all of the face images are determined.
Initially, the distances between the nose tip and the centers of the thirteen partitions are
measured for all of the images in the training set, and the average of these distances for
each partition is calculated. Then, the centers of the thirteen partitions for each image are
determined with respect to these average distances. The sizes of these partitions are also
measured for all of the images in the training set and the average size for each partition
is calculated. Furthermore, these thirteen partitions are automatically extracted from
the cropped facial portions using the centers and the average sizes of partitions. These
extracted partitions are explicitly shown in Figure 3. The thirteen partitions are: the
forehead, two eyebrows (right and left), two eyes (right and left), two cheeks (right and
left), the nose, the mouth, the chap, and three spaces between some of the partitions.
The name and dimension of each partition are listed in Table 1. Whenever the partition
numbered as 11 in Figure 3 is incorporated into both the eyes and eyebrows, the number
of partitions can be reduced to 12. In this case, the dimensions of the eyes and eyebrows
change, but those of other partitions remain the same (see Table 1).

3. PCA, D-LDA, SVM and CVA Methods. In this paper, four methods (PCA, D-
LDA, SVM and CVA) are used for the face recognition. Because these methods are well
known and frequently used, they are briefly mentioned in this section to review the basic
concepts.

3.1. Principal component analysis (PCA). The goal of the PCA is to map the vec-
tors a; (1 =1,2,..., M) in a p-dimensional space into another set of vectors in a k-
dimensional subspace, where k < p [41]. The covariance matrix of the vectors belonging
to all classes is defined as

® =" [(a — auve) (2 — aave)’| (1)

i=1
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where a,ye is the average of the vectors in all classes. Since the sizes of the facial images
are so large, the size of this covariance matrix is large, and an eigenvalue-eigenvector de-
composition is difficult to perform. In order to overcome this problem, Turk and Pentland
[42] have proposed an eigenface-trick in their study. They first subtracted aaye from each
vector a; (i =1,2,...,M):

d; =a; —agwe for i=1,2,..., M. (2)
Then, a matrix A is constructed using the vectors d; (i = 1,2,..., M) as
T 7 T
A=|dy dz --- dm ) (3)
D
A new covariance matrix is evaluated by utilizing the matrix A:
Do = ATA. (4)

This new covariance matrix has a size of (M x M). An eigenvalue-eigenvector decompo-
sition is performed on this new covariance matrix (®pew). Since the information in the
directions of the eigenvectors corresponding to k largest eigenvalues has more representa-
tive power, these eigenvectors are selected. Thus, p-dimensional vectors can be converted
into k-dimensional feature vectors, and these vectors are then used in the classification.

3.2. Direct-linear discriminant analysis (D-LDA). In the D-LDA, the main goal is
to determine a matrix that simultaneously diagonalizes both the total within-class scatter
matrix (Sy) and the between-class scatter matrix (Sp) [32]. The total within-class scatter
matrix is defined as:

S m
C c \T'(,c c
Sw = Z {Z [(ai - aave) (ai - aave):| } (5)
c=1 \i=1
where S is the number of classes, m is the number of images in C'" class, af is the i*®
vector in the training set of C*"" class and aS . is the average vector of C*® class. The

ave
between-class scatter matrix is defined as:
s

T
Sy, = Z [m (aSe — Aave) (aSe — aave)} (6)
c=1
where a,e is the average of the vectors in all classes. First, an eigenvalue-eigenvector
decomposition is performed on Sp. Some of the eigenvalues of Sy, are zero (or close to
zero) and are discarded. Then, the following matrix (Z) can be written as:

Z =Y (Dy)"”? (7)

where Dy, is the diagonal matrix whose diagonal elements are the nonzero eigenvalues
of Sy, and Y is a matrix whose columns are the eigenvectors corresponding to the
nonzero eigenvalues of Sy. Another eigenvalue-eigenvector decomposition is performed
on (ZTSyZ), and the largest eigenvalues are discarded. It is important to keep the eigen-
vectors corresponding to the smallest eigenvalues, especially those that are zero. The final
transformation matrix is:

T = (D,,) /P UTZT (8)
where Dy, is the diagonal matrix whose diagonal elements are the smallest eigenvalues
of ZTSyZ, and U is a matrix whose columns are the eigenvectors corresponding to the
smallest eigenvalues of ZTS,Z. Using the transformation matrix in Equation (8), the
af vectors are mapped into the lower dimensional feature vectors and then used in the
classification.
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3.3. Support vector machine (SVM). SVM is originally proposed as a binary clas-
sifier and determines the optimal hyperplane that maximizes the distance between the
optimal hyperplane and the nearest sample to this hyperplane [43]. For this reason, SVM
is also known as the maximum margin classifier. Support vectors correspond to the data
samples that are closest to the optimal hyperplane [44,45]. If a two-class problem is
investigated, the training set is denoted as TS = {(x1, L1), (X2, L2), ..., (xn, Lar)}. In
this set, x; (i = 1,2,..., M) is the data sample, and L; (L; € {—1,1}) is the class label
(either negative or positive class). Any vectorial test data (x¢est) can be classified using
the following decision function:

M

f(Xtest) = Z {asz (X;‘I‘Xtest> + b} (9)
i=1

where «; (i = 1,2,..., M) are the nonzero coefficients that are the solution of the qua-
dratic programming problem, (|b|/||w]||) is the perpendicular distance from the optimal
hyperplane to the origin, and w is the normal vector of the hyperplane. The sign of this
decision function determines the label of the class to which the test data (xgest) is as-
signed, and this decision function assumes the linearly separable case. The SVM classifier
explained above is a two-class classifier. For dealing with multi-class problems (with S
classes), it is possible to construct “S (S — 1)/2” classifiers [46]. In this paper, the linear

SVM classifier is preferred and is implemented using the Pattern Recognition Toolbox
(PRTools) [47].

3.4. Common vector approach (CVA). CVA is a subspace-based pattern recognition
method that has been used for speech recognition [48,49], speaker recognition [50], image
recognition [24] and motor fault diagnosis [51] problems. In the implementation of CVA,
a common vector for each class is calculated using feature vectors in the training set of
that class. This common vector represents the common properties or invariant features
of that class [48,49]. CVA can also be successfully applied to other types of data patterns
that are represented in vector notation.

Let the vectors a$,ag, ... aC € RP be the feature vectors for an image-class C' (C =
1,2,...,5) in the training set, where m < p. Then, each of these feature vectors, which
are assumed to be linearly independent, can be written as [48]:

where the vector aly;, indicates the differences of class C resulting from facial expressions

or illumination conditions, and the vector a$,, is the common vector of image-class C. In

order to find a unique solution for Equation (10), let us first define the difference vectors
b¢:
j

bjczaﬁl—af for j=1,2,...,m—1 (11)

where af is the subtrahend vector. The orthonormal basis vector set {z¥,...,z5_;}
of the difference subspace B€ is obtained from the difference vectors (b{’) using the
Gram-Schmidt orthogonalization method [48]. The projection of any vector a onto the
difference subspace yields agdif:

agr = (A 21) 27 +(ai,25) 25+ + (a7, 7 1) Zo (12)

C

com Can be

where (a,z) indicates the dot product of a and z. A unique solution for a|

obtained as [48]:

C C C .
acom - ai - aljdlf fOl" 1 = ]_7 2, e ,m (13)
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7532
7

This vector is unique, i.e., independent from the subtrahend vector and the index for

each class.

4. Experimental Study.

4.1. Database. The AR Face Database was used in the experimental study. This data-
base includes the RGB (Red-Green-Blue)-colored face poses of 126 different individuals:
70 of whom are men, and the remaining 56 are women. The face images have differ-
ent facial expressions, illumination conditions, or occasional occlusions. All of the poses
were captured in two different sessions with a two-week time period between each session.
Thirteen different poses in the first session and 13 different poses in the second session
were saved for each individual. The resulting 26 different poses were recorded as pixel
matrices with dimensions of 576 x 768 in the database. Fourteen poses with different
facial expressions and illumination conditions were selected for the 30 male and 20 female
subjects randomly chosen for the experiments. The total number of faces used in the
experiments is equal to 700 (50 individuals x 14 poses per individual). After all of the
preprocessing operations, explicitly explained in subsection 2.1, were applied on all of
the poses, the facial portions of the individuals were resized to 65 x 65. In this study,
five different types of vectors are used. Among them, the vectors (4225 x 1) obtained
by vectorizing whole faces (65 x 65), and the vectors (361 x 1) obtained by vectorizing
the resized whole faces (19 x 19) are two different types of vectors. The feature vectors
constructed by the stacking of vectors corresponding to the twelve and thirteen partitions
of the face constitute the third and the fourth types of vectors, which have dimensions of
3556 x 1 and 3581 x 1, respectively. The last feature vector type includes the partition
vectors corresponding to the partitions of the images whose names and dimensions are
comprehensively listed in Table 1. All of the experiments were conducted in MATLAB.

4.2. Studies using PCA classifier. In this part, the classes are recognized with PCA
for the first four different types of feature vectors. Because each individual does not have
a sufficient number of poses to perform a hold-out scheme (train/test separation), the
“leave-one-out” procedure is followed in the experimental studies of PCA. Thirteen of the
14 images belonging to each individual are used for the training phase, and the remaining
image in each “leave-one-out” step is used for the testing phase. Since 50 individuals are
used in the experimental study, a total of 650 poses are used in the training phase, and
the remaining 50 poses are used in the test phase for each step of the “leave-one-out”
procedure. This process is repeated 14 times, leaving all of the images out once for each
individual. In each step of the “leave-one-out” procedure, a covariance matrix with a size
of 650 x 650 is obtained. Then, an eigenvalue-eigenvector decomposition is performed on
the covariance matrix, and 650 eigenvalues (\;, i = 1,2,...,650) and 650 eigenvectors are
obtained. After these 650 eigenvalues are decreasingly sorted, the k largest eigenvalues
are selected. We can choose k such that the sum of the largest eigenvalues is less than
some fixed percentage L of the entire set [52]. Thus, we set k to fulfill

@ < L. (14)

(54)

If L =90 %, good performance is obtained while retaining a large proportion of the
variance presented in the original space [53]. L = 90 % yields the different number of
eigenvalues for each step of the leave-one-out procedure. The average number of these
eigenvalues is equal to 18, 10, 13 and 12 for the four different types of input vectors (whole
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TABLE 2. The average recognition rates (%) obtained using PCA

Leave-one-out |  Whole faces Whole faces Faces with Faces with

procedure with the size of with the size of twelve partitions thirteen partitions
step no. (4225 x 1) (361 x 1) (3556 x 1) (3581 x 1)

1 62 62 82 84

2 56 52 84 78

3 78 74 84 88

4 60 60 70 74

5 30 26 50 54

6 42 42 72 66

7 40 38 70 68

8 68 68 92 92

9 76 66 90 88

10 74 66 90 94

11 56 50 66 70

12 28 24 48 48

13 40 38 60 62

14 34 34 72 66
Average 53.1 50.0 73.6 73.7

faces with the size of 4225 x 1, whole faces with the size of 361 x 1, twelve partitioned
faces with the size of 3556 x 1, and thirteen partitioned faces with the size of 3581 x 1),
respectively. The value of £ is also determined from the point where the eigenvalues of the
training data start to slowly vary. This point approximately corresponds to the number
of eigenvalues determined by the fixed percentage of L in Equation (14). The feature
vectors are mapped into lower dimensional spaces using the eigenvectors corresponding
to the k largest eigenvalues and then classified. The classification process is performed
using the Nearest-Neighbor Classifier (NNC), and the average recognition rates of all of
the individual classes for the four different types of feature vectors are listed in Table 2.

4.3. Studies using D-LDA classifier. In this section, the classes are recognized with
the D-LDA classifier for the first four different types of feature vectors. During the
training phase of D-LDA, first, the between-class scatter matrix is calculated. After an
eigenvalue-eigenvector decomposition is performed on the between-class scatter matrix,
4225, 361, 3556, and 3581 eigenvalues and the corresponding eigenvectors are separately
obtained for the four different types of feature vectors. Forty-nine eigenvalues are nonzero,
and the remaining eigenvalues are zero for each type of feature vector. The eigenvectors
corresponding to nonzero eigenvalues are then selected, and thus, the null space of the
between class scatter matrix is discarded. The “leave-one-out” procedure is also followed
in the experimental studies of D-LDA. The recognition process is performed using the
Nearest-Neighbor Classifier, and the average recognition rates of all individual classes for
the four different types of feature vectors are listed in Table 3.

4.4. Studies using SVM classifier. The first four different types of feature vectors
are also classified with the linear SVM classifier, which is implemented using the Pattern
Recognition Toolbox in MATLAB. The average recognition rates of all individual classes
are listed in Table 4. While obtaining the recognition rates, the “leave-one-out” procedure
is also followed.
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TABLE 3. The average recognition rates (%) obtained using D-LDA

Leave-one-out | Whole faces Whole faces Faces with Faces with

procedure with the size of with the size of twelve partitions thirteen partitions
step no. (4225 x 1) (361 x 1) (3556 x 1) (3581 x 1)

1 76 74 96 98

2 58 70 80 84

3 66 68 88 88

4 48 66 74 76

5 78 82 92 92

6 70 78 96 86

7 70 70 90 88

8 70 82 98 98

9 74 74 90 86

10 64 68 88 90

11 38 48 70 76

12 72 78 92 94

13 82 78 96 92

14 80 84 94 94
Average 67.6 72.9 88.9 88.7

TABLE 4. The average recognition rates (%) obtained using SVM

Leave-one-out |  Whole faces Whole faces Faces with Faces with

procedure with the size of with the size of twelve partitions thirteen partitions
step no. (4225 x 1) (361 x 1) (3556 x 1) (3581 x 1)

1 92 86 98 100

2 78 80 96 94

3 84 84 98 94

4 78 70 94 90

5 94 90 98 96

6 80 78 96 94

7 84 86 94 92

8 92 90 100 100

9 96 92 94 100

10 94 90 96 100

11 72 64 88 92

12 92 82 100 96

13 88 86 100 100

14 90 86 98 98
Average 86.7 83.1 96.4 96.1

4.5. Studies using CVA classifier. In this section, those classes having any of the
four different types of feature vectors are classified with the CVA classifier. Similar to
the other classifiers in this paper, the CVA is also performed with the “leave-one-out”
procedure. During the training phase of CVA, the difference subspace and the common
vector are obtained for each class. During the test phase of CVA, a test image vector,
aest, 1S first projected onto the difference subspace of class C'. Then, the resulting vector
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TABLE 5. The average recognition rates (%) obtained using CVA

Leave-one-out |  Whole faces Whole faces Faces with Faces with
procedure with the size of with the size of twelve partitions thirteen partitions
step no. (4225 x 1) (361 x 1) (3556 x 1) (3581 x 1)
1 78 78 94 100
2 72 68 94 96
3 86 86 94 94
4 66 66 88 92
5 74 70 92 90
6 62 62 94 96
7 66 62 90 90
8 84 82 96 96
9 84 84 96 98
10 84 74 96 96
11 62 60 86 86
12 70 72 92 88
13 74 70 96 96
14 80 76 98 98
Average 74.4 72.1 93.3 94.0
is subtracted from the test vector aest, and the remaining vector agm is obtained:
aS = apest — [<atest, zf> z$ + <atest, zg> 7S + -+ <atest, Zr(f171> zrcnfl] . (15)

The decision criterion used for the classification purpose is given as

K= argmin{||a§em_agom||2} (16)
1<c<s
where K is the index of the class for which the distance Hagm — alccomH2 yields the mini-

mum value for agest. Therefore, the test image vector, agest, is assigned to that class. The
average recognition rates of all individual classes are listed in Table 5.

As a new approach for CVA classification, each partition of a test image is separately
assigned to an individual. During the training phase of this partition-based study, the
difference subspace and the common vector are determined for each partition using same
partitions in the 13 poses of each individual. During the testing process, the remaining
vector for each partition of a test image is calculated and compared with the common
vector of that partition. After each partition is assigned to an individual by CVA, the
classification results of the partitions are combined with the Majority Voting technique.
The results of this technique are accepted as the final recognition, and the recognition
rates are listed in Table 6, and again, the “leave-one-out” procedure is followed. This
study was realized for two differently partitioned (twelve or thirteen) faces. Therefore,
a new approach is implemented for the face recognition by separately classifying each
partition of a face.

5. Discussion. One of the greatest difficulties in automatic face recognition systems
is the large sample size of the facial images. In order to construct lower-sized feature
vectors that can effectively represent the facial images, unnecessary information in the
facial images must be eliminated. For this purpose, thirteen different partitions, including
discriminative features of a face, were cropped from the facial images. Following cropping,
the raw data matrices belonging to these partitions were converted into column vectors
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TABLE 6. The average recognition rates (%) obtained using CVA with the
majority voting technique

Leave-one-out Faces with Faces with
procedure step no. | twelve partitions thirteen partitions
1 96 96
2 98 98
3 94 92
4 92 94
5 92 94
6 94 92
7 92 94
8 100 100
9 96 96
10 94 94
11 90 90
12 92 92
13 98 98
14 98 98
Average 94.7 94.9

and stacked to construct the feature vectors (3581 x 1). This process corresponds precisely
to a 15.2% decrease in the dimension of the vectors belonging to a whole facial image.
Meanwhile, these thirteen partitions are reduced to twelve partitions by adding the area
between the two eyes and the two eyebrows (the 11'" partition) into both of the partitions
for the eyes and the eyebrows; the other partitions remained the same. A 15.8% decrease
in the dimension of the vectors belonging to the whole facial images was achieved, and
the feature vectors with the size of 3556 x 1 were obtained. These feature vectors and the
original facial images were applied to four well-known classifiers, PCA, D-LDA, SVM, and
CVA. When the recognition rates obtained for the four classifiers are considered, they are
ordered as SVM, CVA, D-LDA and PCA, with SVM as the best and PCA as the worst.
Our results are superior when compared with the results of two closest studies in the
literature [34,35].

In order to further increase the recognition rates determined using CVA, a new partition-
based study is proposed. For this purpose, each partition is assigned to an individual
separately, and the classification results are combined with the Majority Voting technique
to classify the test image. As clearly observed in Table 6, the recognition performance of
this partition-based study is slightly higher than those of the studies in which CVA was
directly applied to the feature vectors obtained by the stacking of the partition vectors of
the images.

The training and testing time per image for the eighteen different situations are compar-
atively provided in Table 7 and Table 8, respectively. These time values were calculated
on a personal computer whose processor and memory are Pentium 3.0 GHz and 1 GB,
respectively. When the testing time is the criterion for evaluation, the classifiers can be
sorted as PCA, D-LDA, CVA, and SVM from the shortest to the longest time. Further-
more, a ranking on the classifiers’ memory requirements is provided in Table 9. This
ranking is also helpful to identify which case is useful to implement in terms of memory
requirements. In Table 9, while the ‘1’ indicates the case that requires the least memory;,
the ‘18 implies the case that requires the most memory. The classifiers can also be ordered
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TABLE 7. Training time per image in eighteen cases (sec)

Classi Whole faces with Whole faces with Faces with Faces with
assifiers the size of 4225 x 1 the size of 361 x 1 twelve partitions thirteen partitions
PCA 0.011 0.005 0.010 0.010
D-LDA 1.350 0.355 1.276 1.287
SVM 177.415 109.342 160.013 164.528
CVA 1.180 0.421 1.150 1.160

CVA with . .

Magority Vote Not Applicable Not Applicable 3.540 3.731
TABLE 8. Testing time per image in eighteen cases (sec)

Classi Whole faces with Whole faces with Faces with Faces with
assifiers the size of 4225 x 1 the size of 361 x 1 twelve partitions thirteen partitions
PCA 0.004 0.002 0.004 0.004

D-LDA 0.007 0.003 0.006 0.006
SVM 0.762 0.257 0.714 0.736
CVA 0.561 0.194 0.509 0.523

CVA with . .

Majority Vote Not Applicable Not Applicable 0.619 0.674

TABLE 9. Ranking of the memory requirements in eighteen cases

Classifiers Whole faces with ~ Whole faces with Faces with Faces with
the size of 4225 x 1 the size of 361 x 1 twelve partitions thirteen partitions
PCA 4 1 2 3
D-LDA 15 6 13 14
SVM 18 12 16 17
CVA 9 5 7 8
MZZit;UZY%te Not Applicable Not Applicable 10 11

as PCA, CVA, D-LDA, and SVM from the classifier requiring the least memory to the
classifier requiring the most memory. When all of the above comparisons are considered,
it can be concluded that CVA is superior to the other classifiers.

6. Conclusions. Among many applications in computer vision, face recognition is still
a very important and attractive subject. In order to correctly identify facial images,
many feature extraction and face recognition methods have been investigated. Despite
these methods, facial images are still unable to be efficiently recognized under different
illumination conditions and/or facial expressions. Therefore, new feature extraction and
face recognition systems are needed.

In this paper, a novel framework, which includes the combination of partition-based
classification results obtained by CVA with the Majority Voting technique, is proposed.
To analyze the performance of our proposed framework, the feature vectors obtained
by stacking the partition vectors are applied to the well-known methods, PCA, D-LDA,
SVM, and CVA. The classification results obtained from the application of the proposed
framework are superior to the results obtained from all other studies, except for those
with the SVM classifier. However, the proposed framework has advantages in terms of
processing power and memory requirement when compared with the only partition-based



1832 S. ERGIN AND M. B. GULMEZOGLU

SVM classifier. Therefore, the proposed framework provides new insights into partition-
based recognition studies realized using CVA.

The effectiveness of partitioning a face on the recognition performance is also examined
in this paper. Despite an approximately 15% decrease in the dimension of the vectors
obtained from whole faces, the recognition rates obtained for twelve or thirteen partitions
are appreciably greater than those obtained with whole faces for all classification methods,
as observed from Tables 2-5. Thus, the remaining parts other than the thirteen partitions
possess disruptive features, i.e., the remaining parts result in the degradation of face
recognition performance. Reduction in the dimension of facial images also results in an
evidently advantageous situation in terms of processing power and memory requirements
for the training as well as the classification parts of all of the recognition methods.
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