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ABSTRACT. Most intelligent evaluation systems gemerally involve gaining information.
Inference knowledge (e.g., decision rules) can be elicited through the gained information
that is usually modeled as a set of data (e.g., Kansei ergonomic-based empirical survey).
While the induction groups of technique are being used to automatically discover knowl-
edge with respect to decision rule generation, the approach that can remove uncommon
data, discover less reliable analyzed data, and detect inconsistent rules is complex, but
important to the final outputs. In this paper, we present a model for decision rule dis-
covery that utilizes (1) fuzzy quantification to mormalize and group collected data, (2)
entropy to detect unreliable data, and (3) dominance relation to return decision rules
without contradiction. An example that deals with the decision rule discovery for website
design quality is illustrated to demonstrate the applicability of the proposed model.
Keywords: Decision rule, Fuzzy quantification, Entropy, Dominance relation, Website
design quality

1. Introduction. With the increased use of information processing technology, rule-
based systems are being broadly introduced to support decision making. While stress is
being put on their applications, a critical factor that affects the performance and reliability
is the quantity and quality of the rules that are stored in the rule-based format of IF
condition, and THEN action. Consequently, rule discovery in databases becomes one of
the major tasks in the rule-based system development life cycle [1, 2, 3, 4, 5]. Crucial issues
including methods, processes, and techniques for knowledge acquisition are therefore being
discussed in the applied artificial intelligence and machine learning community. Domain
experts, domain facts and empirical survey data are the major knowledge sources that rule
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discovery is concerned with. Essentially, rule discovery begins when knowledge engineers
interview domain experts and then translate the gained information into the form of rule
bases without changing the initial meaning. However, due to the low discovery efficiency,
researchers developed the discovery tools to help elicit domain knowledge.

Particularly, the rule base of a rule-based system is to accurate the reflection of the cur-
rent knowledge at the time the system is placed in service. However, the collected source
usually comes with perturbation because of the human cognition that may cause contra-
diction or low reliability. For example, the Kansei ergonomics is one of the techniques
used to reflect human feelings for a subject design (e.g., a product, a system, a plan),
6,7,8,9]. Tt deals with the human perception acquisition that is measured by the scaled
questionnaire of semantic differential method to reflect their impression, preference and
individual differences [10]. The collected data from questionnaires are generally assumed
to be involving psychological ambiguity at the time the survey is performed, and in con-
sequence may result in unreliable or conflicting decision rules. Therefore, the knowledge
source collected should be regularly reanalyzed while performing rule generation to keep
the rule base current and reliable.

The data one has to deal with is not always given in a very precise and consistent form.
It is very important that numerical data is taken into account while collecting domain
information. The data collected from questionnaire usually contains contradiction because
of fuzziness of human perception. Consequently, transformation of data value is necessary
due to information consistency requirements to reduce the perturbation. The innovation
and the significance of this paper are as follows: development of a knowledge discovery
approach that employs fuzzy quantification to normalize and group survey data, secondly,
entropy to detect unreliable data, and thirdly, dominance relation to return decision
rules without contradiction to help generate decision rules in Kansei ergonomics-based
survey data for any domain. Finally, utilization of semantic membership function for
data conversion to reduce the irrelevance of information representation is implemented in
the proposed model. The major strengths of the proposed model are the enhancement of
data manipulation and the elimination of discovered decision rule contradiction.

In this research, therefore, we take three steps to present the discovery of decision
rule in empirical survey data based on Kansei ergonomics: i.e., (1) calculate information
utility maximization of collected data by applying the nonlinear mapping borrowed from
the method IT of fuzzy quantification [11], (2) remove unreliable samples by maximizing
entropy [12], and (3) discover decision rule by dominance-based rough set analysis to
avoid contradictions [13]. Details are described in the latter sections. We also present an
illustration to demonstrate the applicability of our proposed model.

2. Data Analysis for Rule Discovery. The rapid growth of the number of websites
over the virtual cyberspace has brought together the Internet users who have familiar
interests, want to circulate and share information or knowledge, the desire to learn things,
and to do business. Website design quality is one of the most important factors that affect
the users’ willingness to participate [14]. A survey from [15] indicates that information
quality, ease-of-use, aesthetics, and service quality are the common facets in evaluating
websites. Studies have also shown that website quality significantly influences the users’
perceptions of the abilities and credibility of e-businesses [16, 17, 18]. For example, system
quality issues such as information quality, impression, and attractiveness all significantly
influence the perceptions about an online business and highly increase the percentage of
buyers [19, 20]. The website quality assessment criteria have been proposed in various
studies. Our algorithm developed in this paper can be applied to such problems.
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They can be further decomposed into eight dimensions, including information qual-
ity, completeness, interaction, visualization, response time, navigation, confidence and
privacy. In the Kansei ergonomics based data collection, a subject designed to meet
the customer’s satisfaction requires an analysis of information which is gathered through
questionnaire for human perception. The analyzed information can be further processed
into decision rules for further use (e.g., rule-based systems). The questionnaire is listed
in Table 1 that contains 8 items. In our example, the questionnaire design used a 5-digit
rating scale (from 1 to 5) with bi-polar descriptors for each question was constructed for
users to answer.

Items from I; to Ig and D; were measured by a 5-point Likert scale where 1 represents
“very disagree” and 5 “very agree”. Moreover, to further improve the designed ques-
tionnaires, domain specialists in the area of website design were consulted to improve the
validity, readability and reliability of the questionnaires. The respondents were 40 experts
to review the questionnaire. In the survey, we first show the website design of online store
to the test subjects, and then let them answer the questionnaire. After three weeks, there
were 24 valid questionnaires returned, indicating a 60% valid response rate.

TABLE 1. Item and description of questionnaires

Ttem Description
I; I think the structure of the website is easy to follow and functions diverse.
I I think the website provides me sufficient information with multi-media format.
I3 I think I can freely interact with other members via the community built in the website.
I4 I can use my own way to read information in the website.
I5 I can easily contact the web manager via website.
Is I can easily link to other related website.
I; I can easily access information or buy goods in the website and quickly get response.
I I think the website has the privacy policy.
D; | Overall, I will use the website.

TABLE 2. Results in category classification and the average of evaluation
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Table 2 summarizes the survey result from the received questionnaires. The category
classification for items can be obtained by derivation based on minimum and maximum
from the average value of each sample. The average value for each item from I; to I; can
be divided into three levels such as C;1: lower class, C;5: medium class and C;3: upper
class. Also the average for item Ig can be divided into Cg; which represents smaller than
2.5 and Cgy larger than or equal to 2.5. It should be noticed that based on the suggestion
from domain specialists there are only two levels (lower and upper) for item 8 (privacy
policy). The lower represents (not satisfactory) and upper (satisfactory) while decision
rule is generated in the final stage. The last column in Table 2 shows the averaged results
of Dy by questionnaire answer. From Table 2, we constructed the decision table to discover
decision rules.

3. Consideration of Ambiguity and Detection of Outliers.

3.1. Grouping samples by method II of fuzzy quantification. The multivariate
analysis of variance or a canonical correlation analysis is well known as an effective pre-
processing technique for the separation of the collected data. In this research, we apply
the method II of fuzzy quantification after transforming the defined data into the fuzzy
data, because it is assumed that the collected data involves perturbation. Furthermore,
the membership function used in fuzzy allows defining for a domain variable the strength
of participation of an entity. Among the main concerns is, consequently, the usage of
transformation mechanism that uses a nonlinear type fuzzy membership function to stan-
dardize the collected data. Table 3 shows the fuzzy data which can be analyzed by the
method II of fuzzy quantification.

TABLE 3. Data for method II of fuzzy quantification

Sample Categor External criteria
n 1 2 K 1 2
L[ alay) | pa(ad) |- m«(@f) i) | () |- | ()
2| mwy) | pa(@3) |- |k (@5) | ptye) | () | | (1)
N () | po(ady) | - | px(ey) | #Myn) | #2(yn) |- | 05 (yw)

In case there are some variables which cannot be assumed to follow only local linear
formulae to the defined variables, then the research should apply the the nonlinear type
membership function rather than the linear one. However, it is important to adjust both
center and width of membership function by applying such a nonlinear one to fuzzy data.
In order to execute such analysis in more detail for the defined variables later on, we
divide all variables into I categories, small region, medium region, large region and so on.

To do this, we use one bell-shaped membership function on each variable for the cate-
gory k (k=1,2,--- | K). Each membership function is given by

2
,LLkZ(ZL')ZGXp{—M}, =12, 7] (1)
25y,
where ¢ € { 1FSmallC2FMedium;C---, I — 1: Medium;_», IFLarge }. For the mem-
bership function of Small or Large, it is realized by considering the conditions py, () =
1, (x < by) and pg,(z) = 1, (x > by) where b, and s, denote the center and the
width of category k;, respectively. Figure 1 shows the bell-shaped membership func-
tions, pu, (), pry (), -+, pg,_, (@), px,(x) where { 1FSmallC2FMedium,;C---, I — 1:
Medium;_,, IFLarge }, for the kth category.
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FI1GURE 1. Membership functions for category

For the external criteria, we assume a nonlinear type membership function of the shape
after transforming the evaluation data which is given by the integral of the normal distri-

bution function as follows:
U | (x —b)?
= -2 %d 2
/oo 27s exp{ 252 } * 2)

where b and s denote a mean and a standard deviation for each factor respectively.

These three classes are derived by dividing the average value of D; into three levels.
Circular indication describes the samples that belong to upper class U (4.12 < y,,n €
{1,3,4,8,12,16, 18,20, 22} ), the rectangular indication represents medium class M (3.76
<y, < 412, n € {2,6,7,9,13,21,23,24}), and triangular indication represents lower
class L (y, > 3.76,n € {5,10,11,14,15,17,19}).

Now it can be assumed to be K x I category weights, and we write them as wy,, the
evaluation scale for environment valuation is given by

=3 o (). (3)

k=1 i=1

To be illustrative, the center by, and width sj, of the membership function and the
category weight wy, must be determined. As criteria to determine these parameters, we
consider maximizing the fuzzy variance ratio n?.

The fuzzy variance ratio n? is defined by the ratio of the sum of squares between
treatment of factor B to the total sum of squares 7', which is given by

> <yn Z&?ﬂ) (5)

where

T —

R
r=

=1

B =

(Z&yz Z&m) 1 (Yn)- (6)

If the nth sample y, of the external criteria r (r = 1,2,---, R) and its membership
function u"(y,) of fuzzy external criteria are given, then S’ a nd Sp, in the fuzzy external
criteria r are defined by

1

NE
-

r

o () (7)
! 27]:[:1 :ur(yn) ’
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R T
S _ Zr:lﬂ (yn)
n = SN R :
Dot 2ot W (Yn)
The method II of fuzzy quantification is applied to determining the category weight

vector w. In order to determine the center by, and width s, of the membership function,
we use the steepest ascent method

W, o  (OB/OR)T - BOT/O) ¢ (0B 0T o)
i o T ST \ow, " o

(8)

where € is a positive constant and the parameter 61,;, p € {b,s} is an element of the set
{br;, sk}, k=1,2,--- | K,i=1,2,--- 1. For example, 67 denotes sy,.
Then, Equation (9) can be rewritten by

on? R N K I N , k/' N o
LD N SLTSIXD 9 9D SELPIERIRH o Sl ST
i r=1 n=1 n/=1 n/=1

k=1 j=1

where the parameter c is an element of the set {1,2}. For example, n? denotes B, and

C(Sp-Se (=)

cn'r — 1
! N - Sn/ (C = 2) (11)

k.
x — by, )
[P e
y = TR (12)
4321. M \ Ty p

We must consider the following condition for the membership function of Small fgm/l =

0, (z" < by,) or Large el — o, (21 > by,).

The obtained parameters weight, center and width for each item and category by Equa-
tion (9) are listed in Table 4 after learning the algorithm stopped, and in fact this algo-
rithm was used to produce Figure 2.

The obtained mapping of D; from the collected data is illustrated in Figure 2 by ap-
plying method IT of fuzzy quantification. There are 24 indications (9 circular indications,
8 rectangular indications and 7 triangular indications) representing the collected data
obtained by Equation (1) after stopping learning the algorithm.

TABLE 4. Weight, center and width for each item and category

Item Category {wg,, by, Sk, }
I, | Cui {0.69, 1.03, 0.71 } | Cp { 0.62, 0.44, 0.08 } | Cy3 { 0.61, 0.53, 0.17 }
T, | Ca { 058, 0.59, 0.35 } | Cas { 0.55, 1.06, 0.66 } | Cas { 0.60, 0.48, 0.07 }
T; | Cs { 0.60,0.49, 0.10 } | Css { 0.57, 0.73, 0.52 } | Css { 0.64, 0.59, 0.15 }
T, | Cp {057,057, 032 | Cu {054, 061,032} | Cu {0.60, 0.50, 0.00 }
I, | Cai { 0.61, 0.78, 056 } | Cso { 0.62, 0.50, 0.17 } | Cas { 0.60, 0.48, 0.08 |
Ts | Cor { 0.60, 0.51, 0.09 } | Cgs { 0.59, 0.49, 0.09 } | Cgs { 0.50, 0.97, 0.74 }
T, | Cr {059, 0.47, 0.10 } | Crs { 0.60, 0.50, 0.06 } | Crs { 0.64, 1.12, 0.77 }
Ts | Cs: 1 0.59, 0.48, 0.05 ¥ | Cgs { 0.65, 0.96, 0.61 }
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FI1GURE 2. Mapping by fuzzy quantification
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FiGURE 3. Merged paths by melting F1GURE 4. Entropy by melting

3.2. Detection of doubtful data based on entropy. There may be data which can
not be classified clearly into a class. The detection of such doubtful data for rule selection
is described below. We consider the maximization of entropy,

Sp(x) = — Zp(inX) log p(y:[x) (13)

under the normalization condition of p(y;|x) and

E(x) =Y (1 — ¢i(x)) pluilx) (14)

i=1

The optimal solution is given by the conditional probability
p(yl|x) = expﬁFB(x) eXp*ﬁ(yi*@(x))Q (15)

where Fj(x) is the free energy.

Then maximizing entropy is equivalent to minimizing free energy, because of Sz(x) =
—Fp(x) + B€*(x). Thus, we derive the clustering method (called melting) by applying the
steepest descent method to the free energy Fp(x)

0F3(x)
l(x) = ¢ (x) — o X = ¢ ( i|X 16
Pt (%) = (%) P 30,(%) ¢t (x Z )p(yilx). (16)

The behavior of categorized samples by melting for the collected data is shown in Figure
3. In fact, the vertical axis of Figure 3 corresponds to the horizontal axis of Figure 2.
Melting started from ¢,(x) = y; by assuming ¢ = j, and the parameter 3 is changed by
100 exp~201x5tP  On one hand, when the parameter 3 becomes larger, the number of
path P comes closer to N. On the other hand, when g becomes smaller, the number of
path P comes closer to 1.
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TABLE 5. Samples rough set analysis applies to

Cll C12 Cl3|C2l C22 C23|C3l C3z2 C33|C41 C42 C43|C51 C52 C53|Cel C62 C63|C71 C?2 C73|C81 C82| Dl
1o ) ) ) O o o ) u
Z o o |0 o o o o oM
| O o o o o o o o u
6| O o o o o o o o M
O o o o o o o ) M
8 o o o o o o o o |U
31O o o o o o o O | M
KNS o o o o o o0 M
14 o o o o o o o o|L
5| O o o o o o o o|L
16 O |0 o ) o o o|U
17| o o ) o o o0 ) L
18| O ) ) o o o o ) u
20 o o o o o o o o u
il o o o o o |0 o M
22 o |0 o o o o o|U
X1 Ke; o o o o o o O | M

Moreover, in order to distinguish the data regarded as misclassified samples, we provide
the following procedure by using entropy

P R
H = —ZZp(xpr)logp(xpT). (17)
p=1 r=1

Assume that N, presents the number of path belonging to class r in merged path p. So
merged path p has N, (= Zle N,,) paths, the total sample number N is equivalent to
25:1 S Ny, and p(z,.) = N,./N,. In each merged path, we decide doubtful samples
by applying majority decision logic. If they become the same number, then we do not
employ those samples. It should be noted that the function H is different from Sz(x),
because the function H is the path combination of entropy.

The profile of entropy H for the melting of the collected data in Figure 3 is shown in Fig-
ure 4. The entropy H takes a maximum value 2.19 at the 117th step, the dot line in Figure
4 represents the state of 117th step. We found that there are 9 paths. Each merged path
involves {1[U], 3[U]}, {2[M],5[L],6[M], 7[M],9[M],10[L], 12[U], 13[M],21[M], 23[M]},
[4[U), 19[L]}, {S[UT}, {(11[L], 24[M]}, {14[L]}, {15[L], 17[L]}, {16[U]} and {18[U], 20[0,
22[U]}. From these results, it is realized that samples {5,10,12,4,19,11,24} are the
doubtful data because they delayed on making a classification.

We therefore employ the method II of fuzzy quantification and the clustering to ob-
tain the samples without doubtful data. The results are shown in Table 5. It is found
that samples U’ = {4,5,10,11,12,19,24} are removed. Each value of the decision at-
tribute is grouped into three classes because we would like the discovered rules be reliable
and consistent. In order to derive order relations from intervals, we define S[s¥, s5] by
syt = min, {wg,u, (25)} and s5' = max, {wy, pu, (7/5)} where n’ denotes difference set
{U/U"}. These values are calculated from Table 4.

3.3. Rule extraction without contradiction based on dominance relation. The
rule extraction by the rough set analysis which takes into consideration the dominance
relation from the attribute values to the quantitative data given by Table 5 is described
below. Assuming that the data consists of S (= 23) samples, we consider the decision
table which consists of N (= 8) condition attributes and M (= 1) decision attributes. The
combination of condition attributes used for constructing the rule is regarded as criteria.
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For example, there are 8 condition attributes that are defined to be items to extract
questionnaire answers’ perception for a subject. In such a case, there are 256 (= Ef sCy)
combinations of condition attributes. The mth decision attribute is classified into R
classes as C*NCt = ¢, (s #t) and CB = .- = C" = CL.

For the given sample x € U, we can define the bottom accumulation set C=" which is
a set of the element of U at least belonging to the class C" by C=" = .., C*, and the
bottom accumulation set C=" which is a set of the element of U at most belonging to the
class C" by C=" =, C".

The set of all criteria is denoted by W, and the subset of W is denoted by V C W.
For the arbitrary subset v € V., the relationship in V' such that sample x dominates
sample y is represented by xD,Yy «» g(z,n) = g(y,n), (Yo € V) ¢ ming cyn) s1 >
MiNy, eg(y,n) t1 aNd MaXg,cg(e,n) S2 = MaXyyeq(yn) L2, Where g(x,n) denotes the value of at-
tribute n at sample x. The order relation of two intervals S[sy, so] and T'[t1, to] is defined
by S[Sl,SQ] >~ T[tl,tg] 51>t and S9 > t9.

For the given sample z € U, the set Di;(z) of the element of U which dominates =
in V, and the set Dy, (x) of the element U which is dominated by = in V' can be defined
by D (z) = {y € UlyDyz} and Dy, (z) = {y € U|lzDyy}. The lower approximation
set V,(C=2") and the upper approximation set V*(C=") of the accumulation set C=" by
the domination set D} (x) can be defined by V.(C=") = {z € U|D{;(z) C C="} and
V(") = U,eesr DY ).

From this lower approximation set, the if-then rule can be obtained as follows:

IF g(x*,v1) = g(x,v1) and g(x*, ve) = g(x,v9)
- and g(2*,vy) = g(z,vy), THEN z* € C=". (18)

In a similar way, the lower approximation set V,(C=") and the upper approximation
set V*(C=") of the accumulation set C=" by the domination set Dy, (z) can be defined
by Vi.(C=") = {z € U|Dy(z) € C="} and V*(C=") = U,cc<- Dy/(z). From this lower
approximation set, the rule by which the data z* dominating x in V,(C=") is derived
surely belongs to lower class than r. That is, for the certain z* € C=", the if-then rule
can be obtained as follows:

IF g(l’*ﬂh) = g(flf,’(]l) and g(flf*,UQ) = g(l’,UQ)
- and g(2*,vy) = g(z,vn), THEN 2* € C=", (19)

The boundary between C=" and C=" is obtained by By (C=") = V*(C=")—V,(C=") and
By (C=") = V*(C=") — V,(C="), respectively. Thus the quality of approximation (QoA),
such that the ratio of targets can be classified exactly against division 7 by the partial
criteria V', is given by

U — (U Br(C=) WUy, Br(C=)|

BV(T) = |U|

(20)

The minimum set V' C W which satisfies By (7) = S (7) is called the reduction. Two
or more reductions can exist at the same time, and the common set of them is called core.
We can simplify the decision table without decreasing the QoA by using the attributes
belonging to the reduction.

Furthermore, in the conditional set of rules which are obtained by the lower approxima-
tion set V,(C=") and V,(C="), we can derive the following if-then rule which explains that
the sample z* € U certainly belongs to class r because the set takes the same category in
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TABLE 6. Extracted rule 1

Rule 1 L (QoA=0.882353} BN=86
1-142 IFI2=[010]13=[010]15=[1 001 [7=[1 OO ] THEN D1 =L
2-172 IFI2=[01 0] 13=[01 0] 15=[1 00 ] 7=[001 ], THEN D1 =L

Rule 1 _M (QoA=0.882353} BN=-86

1-2) IFI2=[1 001 13=[1 00 15=[1 001 7=[001 L, THENDM1 = M
2-6) IFI2=[01 0] 13=[010)15=[01 0] 7=[1 OO L THEN D1 = M
3-7 IFI2=[100]13=[010)15=[01 0] 7=[001 ], THEND1 = M
4-3) IFI2=[100]13=[100)15=[001 ] 7=[001 L, THEND1 = M
5-132 IFI2=[010]13=[010)15=[01 0] [7=[01 O], THEN D1 = M
6-232 IFI2=[001 1 13=[1 00 15=[1 001 7=[001 L, THEN D1 = M
Rule 1 _U {QoA=0.882353) BN=86

1-12 IFI2=[001113=[1 00 15=[01 0] 7=[01 O] THEN D1 = U
2-3 IFI2=[010113=[1 00 15=[1 001 7=[1 OO L THENDM = U
3-8 IFI2=[001 1 13=[001 ] 15=[001 ] 7=[01 O] THEN D1 = U
4-162 IFI2=[001113=[1 00 15=[01 0] 7=[01 O] THEN D1 = U
5-182 IFI2=[01 01 13=[001 ] 15=[1 001 7=[1 OO L THEN DM = U
6-20} IFI2=[100]13=[001]15=[1 001 7=[1 OO L THENDM = U
7-22) IFI2=[001 1 13=[010]15=[001 ] 7=[01 O], THEN DM = U

TABLE 7. Extracted rule 2

Rule_?_L (QoA=0BA2353) BN=52

1-14) IFE=[o10]@4=[100)B=[100]7=[1 00] THENDI =L
2-17) IFE=[o1 0] @4=[o10)B=[100]7=[001 ] THENDI =L
Rule_?_M (Q0A=0B82353) BN=82

1-2) IFE=[100]#4=[100)15=[100]7F=[001] THEN DI =M
2-6) IFE=[o10]@4=[o10)15=[01 0] 7=[1 00] THEN DI =M
3-7) IFE=[o10]@4=[o10)15=[01 0] 7=[001] THEN DI =M
4-8) IFE=[100]#4=[100)15=[001 ] 7=[001 ] THEN DI =M
5-13) IFE=[o10]@4=[o10)15=[01 0] 7=[01 0] THEN DI =M
6-23) IFE=[100]¥4=[100)15=[100]7F=[001] THEN DI =M
Rule_?_U (QoA=0B82353) BN=52

1-1) IFE=[100]¥4=[o10)15=[010] 7=[01 0] THENDI =U
2-3) IFE=[100]@4=[100)15=[100]7=[100] THENDI =U
3-8) IFE3=[oo1 ] @4=[oo1 ) 15=[001 ] 7=[01 0] THENDI = U
4-16) IFE=[100]@4=[oo1)15=[01 0] 7=[01 0] THENDI =U
5-18) IFE3=[oo1 ] @4=[o10)15=[100]7=[1 00] THENDI = U
6-20) IFE3=[oo1 ] @4=[o10)15=[100]7=[1 00] THENDI = U
7-22) IFE=[o10]@4=[o10)15=[001 ] 7=[01 0] THENDI = U

all attribute.

If g('r*a Ul) = g(I7U1) and g(CE‘*, U2> - g(.l’? UQ)
and g(z*,vy) = g(z,vn), THEN z* € C] . (21)

The data satisfying this extracted rule certainly belong to the class r. We can extract
rules which have more consistency by considering the dominance relation.

Finally, the discovered decision rules are obtained from Table 5, as shown in Tables 6
(rule 1) and 7 (rule 2) in a reduction manner. The QoA is about 0.88. Both rules consist
of 4 condition attributes such as {I, I3, I5, I} for rule 1 and {I3, 14, Iy, I;} for rule 2,
respectively. The notation of BN represents the decimal display of each reduction. For
example, the binary display of condition attributes for rule 1 is [Ig, I, Is, I, Iy, I3, Io,
I,] = [001010110}, thus the BN is 86.

Furthermore, we find that two samples {15,21} are not involved in both Tables. Thus
the QoA becomes 15/17 ~ 0.88. In Table 6, it can be seen that these two samples are
different at Ig. So, we can distinguish samples 15 and 21 based on category Is. However,
by rough set analysis which considers the dominance relation, the proposed model could
produce a more reliable analysis by avoiding contradictory situations. In addition, it is
found that the condition attributes {Is, I5, I} are regarded as important items. Therefore,
we suggest that website designers should consider items such as interaction, the response
time, and the confidence so as to meet the users’ perception and satisfy their requirements.

4. Algorithm of Knowledge Discovery. The approach that can remove uncommon
data, discover less reliable analyzed data, and detect inconsistent rules is complex, but
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important to the final outputs. Furthermore, in order to view the steps of our proposed
model of decision rule discovery in a concise manner, we present the algorithm as follows:

S1 Calculate a mean, b, and a standard deviation, s, of defined data, and transform
the collected data, y, of each defined variable to fuzzy data, u(y), by using a normal
distribution function (refer to Equation (2)).

S2 Give the initial value of parameters relating to their center, by, width, s, and
category weight, wy,, for explanatory data (refer to Equations (1) and (3)).

S3 Transforming the collected data of explanatory data into the fuzzy data by Equation
(1).

S4 Derive the category weight maximizing the fuzzy variation ratio by Equation (4).

S5 By using the updated rule based on Equation (9), change the parameters relating to
the center and the width of the membership function.

S6 Calculate the fuzzy variation ratio again, if it is smaller than the fuzzy variation
ratio which is obtained from S4, then the learning algorithm is stopped, otherwise
return to S3.

In addition, the algorithm of detection of doubtful data after separation criteria by the
method II of fuzzy quantification is described as follows:

D1 Divide samples into some classes, for example, upper level, middle level and lower
level based on the decision attribute of the Kansei evaluation experiment.

D2 Change parameter 5 and move the point by minimizing free energy.

D3 Calculate entropy of the merged path and find the maximum entropy.

D4 Extract the paths involved in each merged path.

D5 Detect samples which are held off making a classification by applying majority de-
cision.

The induction-based approach used to generate decision rules from observations and/or
a set of survey data has been successfully used in automated rule discovery. It is believed
that the key success factor that affects the results of the generated decision rules is the
techniques used in the data preprocessing, data manipulation, and discovery process.
That is the motivation of practical use of this study.

Compared with the typical tools viewed in AQUINAS [21], ALTO [22], ICONKAT [23],
KASE [24] and ID3RGS [25], our method can solve a major drawback revealed in these
tools by using approaches such as machine learning, neural network, and explanation-
based strategies. We can illustrate the domain dependent, complex acquisition process,
low reliability, and lack of dealing with the rule contradiction as one of major drawbacks.
However, it is understood that our method can present a model for decision rule discovery
with consideration of ambiguity by fuzzy, detection of outliers by entropy and removal of
contradiction by dominance relation from the main results of Tables 6 and 7.

5. Conclusion. In this paper, we propose a knowledge discovery approach that employs
fuzzy quantification to group survey data, entropy to detect unreliable data, and dom-
inance relation to return decision rules without contradiction to help generate decision
rules. We find in this research that the set of data, the identification of the semantic mem-
bership function and the method used to determine the number of classes are the major
factors that strongly affect the generated decision rules. It is also realized that no single
combination of these issues can be used to generate the most precise and reliable decision
rules for all domain problems. Novel contribution of this paper is a proposal of sequential
data handling for such a particular problem which may need a specific combination of
these factors and much involvement of domain experts.
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