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ABSTRACT. Comic is popularized around the world through mass media. Recently, a
facial comic has been an interesting research topic due to many applications such as
entertainment, Internet and mobile application, face recognition, information visualiza-
tion, education and user interface agent. Many researches try to convert the process of
drawing comic into the formula and algorithm. A realistic style comic is characterized by
its detail-oriented and realistic presentation, wide range of themes, and diversified style.
This paper proposes a novel NPR (non-photorealistic rendering) algorithm to generate a
facial comic according to analyzing the brushwork of the artist. The research of facial
comics consists of three core techniques including facial feature drawing, hair sketching,
and hatching line drawing. A facial comic is created according to the facial feature points.
A highlight hair sketching is processed from a hair patch and skeleton with a pseudo light.
Moreover, the hatching line drawing is carried out for the dark-and-light tone using cross
ink lines to express the intensity. All simulated pictures of various parts are merged to
form a realistic style facial comic. Finally, the proposed method is demonstrated with
many experimental realistic style examples.

Keywords: Comic, Caricature, Facial comic, Non-photorealistic rendering, Facial fea-
ture points, Hair sketching, Hatching

1. Introduction. Comic has over one thousand years of history around the world, gen-
erally known as caricature. It is an art form established itself in the late 19th and early
20th century, alongside the similar forms of film and animation. A comic was popularized
around the world within the recent five decades through mass media. With the appearance
of Internet and mobile technology, a facial comic has been used for social communication
and entertainment over web or mobile device. Comic is also used as an avatar in a blog or
website on the social networking. Recently, facial comic generator becomes a particularly
interesting research topic due to many applications. Sadimon et al. reviewed the state of
the art in the major topics of comic generator [1]. They briefly surveyed the applications
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of comic including entertainment and political magazine, Internet and mobile application,
face recognition, information visualization, education and user interface agent.

Comic is an unforgettable impression of a user in visual messenger or visual chat room.
It is also used as an avatar in virtual community or virtual game. Therefore, a facial
comic as an avatar might be a good representation since the comic can provide users
with important information about their partners [2]. Many studies have provided the
use of comics in Internet and mobile phone application [3-5]. In facial recognition, facial
comic is frequently used to recognize the criminal faces in police investigation. In human
computer interaction, comic is also used as an interface agent and helps users interact
with the agent and understand the agent’s characteristic [6]. Comic could also make a
computer more human-like and comprehensible to the user and make the users feel more
comfortable with computers [7].

Many researches try to convert the process of drawing comic into the formula and
algorithm that will be executed by computer [1]. However, a realistic style comic is made
to make the comics look as convincing, as natural as possible. No exaggerations are used.
It is characterized by its detail-oriented and realistic presentation, wide range of themes,
and diversified styles. Only a few papers research about this topic. Therefore, this paper
focuses on a realistic style and attempts to emulate an artist in drawing facial comic, as
shown in Figure 1 [8]. An artist generally uses a pencil to sketch the basic structure of a
face and hairstyle, and then uses ink to draw the contour of the face and hair. The ink
lines are usually finer than the sketch. Moreover, an artist uses hatching skill to draw
overlapped and interlaced lines for tone presentation to express the chiaroscuro of shadow.

FIGURE 1. A facial comic drawn by Takehiko Inoue and a reference photo

This paper attempts to use NPR technology to imitate the brushwork of comic and
convert a face image into a realistic style facial comic. The major contributions of this
paper are summarized as follows.

(1) This paper proposes a novel NPR algorithm to generate a realistic style facial comic
according to analyzing the brushwork of the artist.

(2) A facial comic is generated using the facial feature points with the local model.

(3) A novel hair sketching is presented to draw the highlight using a pseudo light source.

(4) Realistic style facial comic generation software can be executed on many applications,
such as mobile entertainment, cartoon animations and virtual reality.

2. Related Works. Face is a unique trait of people and an important feature in provid-
ing human identity. Therefore, faces have been the subjects of many major researches such
as image processing, computer vision, cognitive psychology, biometric, computer graphic
and animation. Synthesizing facial comic is not only one of the face recognition and re-
construction studies, but also involves the non photorealistic rendering research. Sadimon
described the process of generating comic from input face image [1]. They also classified
four approaches to generate facials: interactive, regularity-based, learning-based and pre-
defined database of caricature illustration. In this section, only most related papers are
discussed briefly.
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2.1. Facial feature extraction. A mature face recognition process could be divided
into two steps: feature representation and classification [9-13]. The face recognition re-
sult highly depends on features that are extracted to represent the face pattern. A lot
of researches in generating facial comic used modified Active Shape Model (ASM) and
modified Active Apperance Model (AAM) to extract facial feature points [1]. ASM and
AAM is a model of the shape variations and texture variations of facial images using Prin-
cipal Component Analysis (PCA). The PCA finds a set of basis faces, called eigenfaces,
to span a linear subspace for representing each face sample. With eigenfaces, an input
face with distortion can be recovered to a distortion-free face by linear combination of
eigenfaces [10]. The coefficients of eigenface are also used as parameters to represent the
face shape and face texture. The feature vectors invariant to image scaling and rotation
are extracted with a different local gradient descriptor [12]. By adjusting the parameters,
the model can be well fit to a new facial image.

These defined facial feature points are also known as landmark points. Besides, it
should be defined what parameters to be extracted. The parameters that are always
being used in caricature generation are facial feature points, size feature, shape feature,
aspect ratio, distance between features and curvature property of each facial segment.
Chen et al. presented an example-based approach for automatically generating a life-like
portrait from a frontal face image [14,15]. An ASM model is trained to automatically
locate the facial feature points in any input image. A deformable mesh template has been
created from acquired knowledge on comic creation [16-18]. Arruda et al. used deformable
mesh template to generate facial comic [16]. Chiang et al. utilized Canny edge detector
and Hough transform for iris localization and applied Active Contour Model (ACM) to
obtain the final face mesh [17]. Chen et al. proposed a system which combines two
separate but similar subsystems, one for the face and the other for the hair, each of which
employs a global and a local model [19].

2.2. Facial comic synthesis. Most general technique used to create facial comic from
the input facial image is image metamorphosis [1]. Image metamorphosis is carried out by
cross-dissolve and correspondence with pairs of feature primitives of two images, usually
known as morphing. Each primitive describes an image feature or landmark. The feature
correspondence is used to compute mapping functions between the spatial relationships of
two images. The main challenge is to specify corresponding feature points of the images
that can produce acceptable result and decrease computational time. Sadimon et al. [1]
proposed four styles of facial comic created by previous works such as photographic comic
[20-22], sketch comic [18,22,23], hand-drawn like comic [17] and outline comic [24-27], as

FIGURE 2. (a) Photographic comic [21], (b) sketch comic [22], (¢) hand-
drawn like comic [17], (d) outline comic [27]
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shown in Figure 2. Some outline comics are created by connecting the feature points using
lines, cubic Hermite interpolation [26], B-Spline curves [27]. Many morphing methods are
developed including mesh morphing [20,21], feature-based morphing [17] and thin plate
spline warping [18]. Moreover, Mo et al. [22] and Tseng [23] did not state the specific
technique of morphing. Obaid et al. employed a quadratic deformation model [24].

2.3. Non photorealistic rendering. The NPR technology has attracted wide atten-
tion in the computer graphics, such as pencil sketches, watercolor painting, oil painting.
Besides, some papers present Chinese ink painting and brushwork of calligraphy [28-30)].
NPR can not only present the aestheticism and artistry of images, but also imitate artist’s
brushwork. This paper attempts to use NPR technology to imitate the brushwork of comic
and convert a face image into a realistic style facial comic. Hair is a significant visual
feature of characters in cartoon animations and comics. Cote presented a powerful proce-
dure to imitate the appearance of cartoon-like hair with a small set of parameters. Their
approach is inspired by an inking technique called feathering, which consists of drawing
hatches along the hair orientation while emphasizing the highlights with ink stains [31].
Koh and Huang provided a simple physics model to animate human hair modeled in 2D
strips in real time [32]. Shin et al. offered a modified technique for specular highlighting
and a new hair rendering technique for Anime characters [33].

3. Facial Comic Generation. This paper proposes a process flow of a realistic style
facial comic generation, as shown in Figure 3. A portrait image is separated into face
and hair. All stroke lines are created to imitate the artist’s instrument of drawing. A
facial comic is created according to the facial feature points. A highlight hair sketching
is processed from a hair patch and skeleton with a pseudo light. Besides, the hatching
line drawing is carried out for the dark-and-light tone using cross ink lines to express the
intensity of facial comic. Finally, the simulated images of various parts are merged to
form a realistic style facial comic.
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F1GURE 3. The process flow of a realistic style facial comic generation
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3.1. Facial feature points. The AAM and ASM are often used to search for the facial
feature points. The facial feature points contain eyebrows, eyes, nose, lips and face
contour. All lines of five senses organ are drawn according to the lines drawn by the
artist. All facial features are drawn and merged to form a figure drawing. Figure 4
describes the corresponding relation between facial feature points and drawing lines.

Each eyebrow contains 8 feature points. A fixed number of random number points
are extracted from various reference lines. They are paired one by one to draw dense
curvilinear path. Each eye contains 14 feature points. The upper eyelid, lower eyelid,
and eyelid lines are defined on the eye contour. Artists often draw similar pupil. Hence,
several groups of eyeball models are used to draw. A nose contains 8 feature points.
Artists usually use chiaroscuro of shadow to present the nose shape, only the naris lines
shall be drawn. The lips are divided into upper lip and lower lip, containing 12 feature
points, respectively. The upper and lower lips are drawn by two lines. A face contour
contains 20 feature points. Three line segments are defined to describe two cheeks and the
chin. All lines drawn based on the above characteristics are explicit in changeful thickness.
The stroke line model is modified from our previously proposed method [29,30]. Finally,
all facial features are merged to a facial comic, as shown in Figure 4(b).

3.2. Comic hair sketching. According to a hair image, a contour line and hair line are
imported into the hair growing zone. For example, Figure 5(a) is original drawn by T.
Inoue [8]. A hair extension path is the direction of hair skeleton in Figure 5(a). A hair
drawing with the highlight effect can be obtained as shown in Figure 5(b). A few B-Spline
curves describe a hair patch and orientation of hairstyle. Some hair line trajectories are
generated by linear interpolation between the two curves. The line of a hair is irregular,
so the trajectory derived from linear interpolation should be disturbed. To draw natural
hair, the hairy root is disturbed slightly, and the hair ends may present more disturbance.

/\ Facial Number of
/ Features Points

. — \‘ Eyebrows 8

\ “\ - Eyes 14

Wiy N e / Nose 8

'-. : 3 Lips 12

A g Face Contour 20
(a) (b)

FIGURE 4. The distribution of facial feature points and comic drawing

FIGURE 5. (a) A hair patch, (b) comic hair sketching
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F1GURE 6. Width of hair strand pointy

The processing of hair sketching is to recalculate the width of each hair strand. When a
light source is closer to a hairline, the contact circle is smaller; on the contrary, a contact
circle expands as the distance to the light source increases. A hairline maintains the
original width outside the influence range of light source, as shown in Figure 6.

The stroke line model defines a radius R; of the contact circle C; on the hairline path
according to the relation between the hairline and light source. The defined equation is
shown below:

n <Distancez~ - Highlighti> (1)

R; = Width; ——
' i H Range; — Highlight;

1=0

Equation (1) is used to calculate the influence coefficient ( 2istence _Highlighti ) of Jjgt,
Range; —Highlight;

source on the contact circle C;, where Width; is the original width of hairline, Distance;
is the distance between a light source and the center of contact circle P;, Distance; and
Highlight; are light source parameters. If the distance between P; and light source center
exceeds the influence range of light source, the original hairline width is maintained. If
the distance is within the highlight range, it means the hairline may not be drawn. If
the distance is between the two ranges, the width is calculated by interpolation. The rest
may be deduced by analogy. All the hairlines on the curved surface of hair are drawn
identically.

An artist often uses irregular feathery to draw the highlight effect of hair. There should
be light source information for the highlight effect. The hairlines within the light source
influence circle are thinner, and vice versa. Figure 7(a) explains the influence range of the
light source, and the center area represents the range of the highlight effect. Figure 7(b)
shows the result of hair patch without highlight. Figure 7(c) demonstrates the highlight
effect after disturbance. In order to get natural hand drawing effect, the influence range
of light source is disturbing to some extent.

3.3. Hatching line drawing. The hatching line drawing uses various approximately
parallel ink lines. When lines are thick and the density is high, then the image tone is
dark; on the contrary, the tone is brighter. First, the intensity of input image is taken
as the reference image. Afterwards, the image intensity is split to many layers as the
tone distribution range of a facial comic. The hatching textures generated in each tone
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(a) (b) (c)

(a) (b) (c)

FIGURE 8. (a) An input photo, (b) reference image, (c) hatching line drawing

layer are merged to obtain the result of hatching line drawing. The hatching texture
can present the image gray tone by the relation between line thickness and distribution
density. If the parallel hatching lines are drawn in one direction, the tone and parallel
lines can be described by the following relationship:

dth
t=1- Wli, t: tone value € [0 : black, 1 : white] (2)
interval

where t is the tone value presented by hatching material, the width is the maximum width
of line, the interval is the line spacing. In addition, the extended hatching line drawing is
drawing cross hatching, the equation of hatching material derived from cross hatching in
different directions is:
T(n)=t"forn>0 T(n) € [0:black,]1 : white] 5
T0)=1,T1)=t te]l0:black,1 : white] (3)

where T'(n) is the tonal brightness generated after n times of cross hatching line drawing, ¢
is the material brightness after one-directional hatching drawing. When n is large, the tone
is darker; on the contrary, the tone would be brighter. Next, the target tone information is
defined. The information is derived from the reference image, including brightness range
Tinin, Tmax and average brightness T,,,. The required hatching overlapping number np for
the target tone can be obtained by Equation (2). According to above analysis, Figure 8
shows the hatching lines drawn according to the drawing range and tonal information by
splitting the image intensity information to each image layer.

4. Experimental Results. The experiment was carried out on an Intel Core i5 CPU
2.8GHz and 1G RAM. Figure 9(a) shows a short hair male portrait, Figure 9(b) imitates
a facial comic without hatching line drawing, and Figure 9(c) demonstrates a realistic
style facial comic with facial feature drawing, hair sketching and hatching line drawing.
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(a) (b) (c)

FIGURE 11. (a) A short hair, (b) no hatching line, (c) experimental result

Figure 10(a) displays a female portrait with long hair, Figure 10(b) is also composited
without hatching line drawing, and Figure 10(c) shows the experimental result. Figure 11
is another male facial comic experimental example. In order to compare with Takehiko
Inoue’s work, an input image from Takehiko Inoue’s comic was converted by our proposed
method, shown as Figure 12.

5. Conclusion and Future Works. A realistic style facial comic is characterized by
its detail-oriented and realistic presentation. This paper proposed an integrated method
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FIGURE 12. (a) Inoue’s comic, (b) no hatching line, (¢) experimental result

to imitate a realistic style facial comic drawing. The proposed method observes and
analyzes the brushwork of an artist. In comparison with the simple drawing style of the
previous facial caricature, this work produced finer drawing effect, including facial features
drawing, hair highlight effect, and chiaroscuro. The investigation of facial comics consists
of three core techniques according to an artist’s style, including facial feature drawing,
hair sketching, and hatching line drawing. The user can import the facial feature points
and hair skeleton into the algorithm and the system will complete the drawing process.

In the future, the proposed algorithm could be executed with hardware acceleration
to improve on real-time efficiency. This proposed method will be applied to cartoon
NPR conversion of video conference. An artist’s style imitated in this study is rich and
changeful. For the purpose of creating more cartoon styles, more additional stroke models
and drawing characteristics could be used for imitation and drawing objects other than
face.
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