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Abstract. An adaptive particle swarm optimization based proportional-integral-deriva-
tive (APSO-PID) controller is proposed to control an ultrasonic motor (USM). Since
the dynamic characteristic of the USM is difficult to obtain and the motor parameters
are time varying, the APSO algorithm is applied to automatically tune the gains of PID
controller without using any plant model of the USM. In the proposed method, an iner-
tia weight of PSO is adaptively adjusted based on the swarm condition. The personal
and the global best position of particles is taken and used to calculate the inertia weight
during the searching process by using feedback mechanism. The aim of this study is to
present an optimal self-tuning PID controller using APSO for compensating the dynamic
characteristic changes and nonlinearity of USM. To demonstrate the performance of the
APSO-PID controller, it is tested on USM servo system and compared with the previous
methods. Results show that the performance of the proposed method is satisfactory in
term of convergence speed and position accuracy of USM.
Keywords: Feedback mechanism, PID controller, Particle swarm optimization (PSO),
Ultrasonic motor (USM), Self-tuning

1. Introduction. Ultrasonic motors (USM) have received much attention these last
years. The USM is a special type motor, which is driven by the ultrasonic vibration
force of piezoelectric elements. It has excellent performance and many other useful fea-
tures, which are not present in other electromagnetic type motor, e.g., compactness,
light-weight, no-running sound, high torque even at a low speed, high retention torque
within the stop condition, quick response, no emitted electromagnetic interferences, high
holding torque without supply [1-4]. In actual applications, the USM has been used as ac-
tuator of cameras, as direct drive actuators for articulated robot, control valve, in medical
equipment and in strong magnetic field area. The drive principle of USM has a complex
mechanism. The rotor is moved by ultrasonic vibration force of piezoelectric elements
on the stator, the resonant frequency and mechanical characteristics of the motor vary
with the driving condition, such as temperature, input frequency, load, and disturbances.
That is, the USM has time-varying and non-linear characteristics.

For this reason, it is difficult to derive accurate mathematical model of the USM based
on physical analysis. Though some models for USM have been proposed, they were not
satisfactory because the given model is not covering all properties of the USM and use
parameters simplification [5-7]. Therefore, it is difficult to predict the performances and
the characteristics of USM under various working conditions. Under these conditions, the
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controller for USM, which can achieve required high-accuracy in spite of non-linearity and
uncertain effects, is more difficult.
There is no perfect control scheme for USM, especially in the precise speed and position

servo systems. Aimed at these problems, much research work has recently been done. Due
to the fact that fuzzy logic control (FLC) is especially preferred when the mathematical
model of a control plant is difficult to obtain, Bal et al. have developed a position control
using fuzzy logic control, which can give superior speed and position characteristics for
the USM [8]. Li et al. have presented a precise position control using fuzzy logic control
with dead-zone compensation for USM. The dead-zone effect may reduce the precision
of USM and by using FLC with higher gain; this effect can be addressed [9]. Yoshida
et al. have realized speed sensor-less control of USM using neural network (NN), which
performs well characteristics. The nonlinear identification ability of the NN has realized
enhanced control performance which includes nonlinearities associated with load torque
and surface temperatures of USM [10]. Since a PID controller can be built even if there
is no plant model, PID controller has been widely used as the control method for USM
[11,12]. Moreover, the PID controller has a simple structure, efficient, effective, easy
implementation and quite robust. PID controller has been used for a long time and many
systems that used PID controller showed the satisfactory performance. PID controller has
been proven to be able to overcome the nonlinearity properties and complexity of plant.
The main problem related with USM servo system is how to optimally tune the gains of
PID controller, i.e., the determination of PID gains for satisfactory control performance.
In order to get better dynamic performance, guarantee security and sustainable utilization
of equipment and plants, PID gains must be properly tuned. Many methods have been
reported for improving the setting performance of PID gains of USM in the past decades,
such as fuzzy based-auto tuning PID [13], GA based-self-tuning PID [14], BPNN based-
PID [15], and PSO based-PID [16]. Recently, PSO is attractively used for self-tuning
PID controller because it has superior properties such as easy implementation, simple
algorithm, fast and stable convergence and efficient in time calculation. PSO gives a better
result than the previous methods in term of convergence speed and solution accuracy.
Although PSO has superior properties, they have some inherent problems. PSO may
have a tendency to prematurely converge and fall into local optima. In order to overcome
those problems, many researchers have attempted to improve the PSO algorithm [17-21].
However, reports on the improvement of PSO for self-tuning PID controller of USM are
relatively few.
The main contribution of this study is to propose a modified particle swarm optimiza-

tion algorithm that we have called adaptive particle swarm optimization (APSO). The
proposed method is applied to automatically determine the gains of PID controller of
USM in order to get the best optimal performance. The benefit of the proposed method
is its simplicity to address the problems of PSO by using feedback mechanism to adjust
adaptively the balancing between exploration-exploitation abilities based on the swarm
condition. To validate and prove the performance and the effectiveness of our method,
we have tested in the real USM servo system and compared with the previous methods.
This paper is organized as follows. In Section 2, we describe the PSO algorithm and

its variants. Section 3 talks about the proposed APSO. Section 4 describes the imple-
mentation of APSO in PID controller for USM. Section 5 shows the experimental results.
Finally, Section 6 shows the conclusions.

2. PSO Algorithm and Its Variants. PSO is a population based stochastic optimiza-
tion method using the concept of cooperation inspired by the behavior of organism, such as
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birds flocking, in search for food [15]. The outline for PSO is marked as follows. Let con-
sider the optimization problem of maximizing the evaluation function f : M → M ′ ⊂ R
for variable x ∈ M ⊂ Rn. Let there be N particles (mass point) on M dimensional
space, where the position vector and velocity vector of i (= 1, 2, 3, . . . , N)-th particle for
k searching number are xk

i and vki . The best position for each particle in the evaluation
function f(x) of x1

i , x
2
i , . . ., x

k
i searching point is represented as Pbi (Pbest), while the best

position of f(x) in the searching point for the whole particle is represented as gb (gbest).
The particles are manipulated according to the following recurrence equations:

vk+1
i = w.vki + c1.R.

{
Pbi − xk

i

}
+ c2.R.

{
gb − xk

i

}
(1)

xk+1
i = xk

i + vk+1
i (2)

where w is the inertia weight; c1 and c2 are cognitive and social constant; R is uniform
random numbers from the interval [0, 1].

The example for optimized solution search using PSO is shown in Figure 1. The move-
ment of particles is governed by three parts: (a) the inertial part, w.vki ; (b) the cognitive
part, (Pbi − xk

i ); (c) the social part, (gb − xk
i ). The velocity vector of vk+1

i is formed based
on three vectors as shown in (1). The first one is inertia vector, which is the vector from
weighting factor w and the velocity vector vki . The remaining two are vectors for each
(Pbi−xk

i ) and (gb−xk
i ), which formed from learning factor c1 as well as c2, and also [0, 1]

of uniform random numbers R. From those interactions, velocity vector vk+1
i act so that

the particle moves to new position, xk+1
i .

2.1. PSO with linearly decreasing inertia weight (PSO-LDW). A linearly de-
creasing inertia weight was first introduced by Shi and Eberhart in 1998 [20]. At be-
ginning of iterations, a larger inertia weight is applied for global searching. During the
search, inertia weight is becoming smaller and smaller for local searching, which leads
to significant improvement in the performance of original PSO. The linearly decreasing
inertia weight is modified as:

wk = wmax −
(
wmax − wmin

kmax

)
· k (3)

And the velocity is modified as:

vk+1
i = wk.vki + c1.R.

{
Pbi − xk

i

}
+ c2.R.

{
gb − xk

i

}
(4)

where wmax is the initial inertia weight, wmin is the final inertia weight, and kmax is the
number of maximum iteration. Normally, wmax is set to 0.9 and wmin is set to 0.4.

Figure 1. Search example of PSO
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2.2. PSO with nonlinearly decreasing inertia weight (PSO-NDW). A nonlin-
early decreasing inertia weight is proposed to investigate the influence of path variant of
decreased inertia weight [17]. Nonlinearity degree of the path can be adjusted by nonlin-
ear index number. This number is a new parameter in PSO-NDW which can significantly
affect the performance of PSO. The nonlinearly decreasing inertia weight is modified as:

wk = wmin + (wmax − wmin) ·
(
kmax − k

kmax − 1

)x

(5)

where x is the nonlinear index number. Normally, x is set to 1.5 for the best performance.

2.3. PSO with random inertia weight (PSO-RIW). A random inertia weight is
proposed to provide both abilities of PSO in the same time during iteration; thus both
abilities of PSO can be processed in the same time in order to eliminate the lack of
exploitation ability at the beginning of iteration and exploration ability at the end of
iteration (this is a shortcoming of PSO-LDW and PSO-NDW) [18]. Due to this strategy,
the capability of PSO to avoid premature convergence and falling into local optima is
better than the previous methods. The random inertia weight is modified as:

w = wmin + (wmax − wmin) ·R (6)

3. The Proposed APSO. The experiments indicate that inertia weight is most impor-
tant parameter to balance the global search ability (exploration) and local search ability
(exploitation), when inertia weight is higher, the global search ability is strong, but the
local search ability is low; whereas the local search ability is strong, but global search abil-
ity is low [20]. This balancing is a key role to improve the performance of PSO. However,
the method of selecting inertia weight is not easy and need to be further investigated [21].
The linearly and nonlinearly decreasing inertia weight can make PSO adjust global search
ability and local search ability, but it has shortcomings: firstly, due to the lack of local
search ability at beginning of iteration and global search ability at the end of iteration,
there is a possibility for to get stuck in local optima; secondly, improper selected initial in-
ertia weight (wmax), final inertia weight (wmin) and nonlinear index number may decrease
the performance of PSO [16,17]. Moreover, major experiments show that particles can
accumulate at point in searching area, but it is not a global optimum solution. The parti-
cles have stagnated and lost the ability to find the global optima solution. Especially, in
dynamic environment, so the particles will often fall in local optima. The random inertia
weight can overcome these problems, but the selection of lower and upper limit of inertia
weight is necessary to get the best performance [18].
Noticeably, the used strategy in previous research is still based on iteration and the

performance improvement is limited because of no information about the condition of
particles in population. The inertia weight is only the function of iteration for linear
or nonlinear strategy and random function. In this study, we proposed a new strategy,
which inertia weight is adjusted adaptively based on the swarm condition. We called it as
PSO-AIW (particle swarm optimization with adaptive inertia weight) or APSO (adaptive
particle swarm optimization). The basic idea of APSO is that the global best and the
personal best position of particle always changes over iteration and tends to the similar
value if the swarm has approached the solution. The values of pbest and gbest are taken
and are used to adjust the value of inertia weight by using feedback mechanism. We need
an initial inertia weight whose value is greater than one (e.g., 1.4). If the particles are too
far from the solution, the fitness of pbest is greater than gbest, so the comparison between
gbest and pbest is smaller than one. In this condition, the inertia weight should be set to
larger value. If the particles are too close to the solution, the fitness of pbest is similar
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Figure 2. PSO using feedback

to gbest, so the comparison between gbest and pbest is close to one. In this condition, the
inertia weight should be set to smaller value. Due to this strategy, the balancing between
exploration-exploitation abilities can be controlled based on the swarm condition. The
adaptive inertia weight is modified as:

w =

{
wo −

gb

Pbi

}
(7)

where wo is initial value of inertia weight. The feedback mechanism in PSO algorithm is
shown in Figure 2.

4. Implementation APSO-PID Controller. A PID controller optimized with APSO
algorithm was developed for USM. It was also called the APSO-PID controller. The
transfer function of the PID controller is:

C(s) = Kp +
Ki

s
+Kd.s (8)

where the Kp is proportional constant, Ki is integral constant and Kd is derivative con-
stant. Design of APSO-PID controller for USM is shown in Figure 3. In this system, three
PID parameters (Kp, Ki, Kd) will be tuned automatically by APSO algorithm. The error
signal e(k) will be entered for APSO and subsequently evaluated in the fitness function to
guide the particles during the optimization process. The fitness function for the proposed
method is given as:

Fitness =
1

1 + e(k)2
(9)

Fitness shows the following-up of evaluation function for the object input. The purpose
is to decrease the steady-state error by maximizing the function. The fitness is updated
by each millisecond according to the value of e(k).

The USM control for clockwise (CW) rotation and the counter clockwise (CCW) rota-
tion use the different PSO in tracking the object input. Since the characteristics of USM
are different depending on the rotation direction, we evaluate both rotations separately.

4.1. USM servo system. The USM servo system is shown in Figure 4. USM, the
electromagnetic brake and the encoder are connected on a same axis. The position infor-
mation from an encoder is transmitted to the counter board embedded into a Personal
Computer (PC). Meanwhile, according to error resulted from the comparison between the
output and reference signal, the control input signal which is calculated in PC is trans-
mitted to the driving circuit through the I/O board and oscillator. In each experiment,
the load is added or not is discussed to observe the changes of the USM characteristics.
While the voltage of 12 [V] is imported, the force of 0.25 [N.m] could be loaded to the
shaft of the USM. The specification of USM, encoder and electronic brake is listed in
Table 1.
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Figure 3. APSO-PID controller

Figure 4. USM servo system

Table 1. Specification of USM servo system

USM

Rated rotational speed : 100 [rpm]
Rated torque : 0.5 [N.m]
Holding torque : 1.0 [N.m]

Encoder Resolution : 0.0011 [deg]
Load 0 to 0.5 [N.m]

5. Experimental Results. Some experimental results are provided in this section to
verify the effectiveness of the proposed APSO-PID controller for USM. We also have
compared our method with previous methods, i.e., fixed-gain PID, PSO-LDW based PID,
PSO-NDW based PID, and PSO-RIW based PID, with the same system condition. The
reference input r(k) is a rectangular signal. The amplitude is set from +45 [deg] or
clockwise (CW) rotation to –45 [deg] or counter clockwise (CCW) rotation. The period is
4 [sec]. Two test conditions are provided in the experimentation, which are the unloaded
condition and the loaded condition. The loaded condition is the addition of load from
electronic brake with 0.25 [N.m]. Each method has been performed for 10 trials of CW
rotation and 10 trials of CCW rotation. The parameters of previous PSO and APSO
are set as follows: particle number, n = 5; cognitive constant, c1 = 1.0; social constant,
c2 = 1.0; wmax = 0.8; wmin = 0.3; wo = 1.4.
Firstly, the conventional fixed-gain PID must be tuned by trial-and-error method or

hand-tuned method [22]. We found that the gains of PID controller are Kp = 0.3692;
Ki = 12.175 and Kd = 0.000085. The position estimation error in histogram of USM
servo system is controlled by the conventional fixed-gain PID, PSO-LDW based PID, and
APSO based PID controller are shown in Figures 5-10, respectively. Each bucket of the
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Figure 5. Position estimation error of the fixed-gain PID (unloaded)

Figure 6. Position estimation error of the fixed-gain PID (loaded)
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histogram is set to a width of 0.0011 [deg]. It is a resolution of the encoder. In Figures
5 and 6, it seems a high density around the zero for the unloaded condition and to be
distributed uniformly (away from the zero) for the loaded condition. We can say that
the conventional fixed-gain PID controller shows enough good accuracy in the unloaded
condition, but becomes poor and inaccurate in the loaded condition. The determined
gains are only suitable for the unloaded condition. If the plant’s behavior is changed (i.e.,
due to the loading), it is necessary to re-tune PID and it is drawback of the fixed-gain
PID. The conventional fixed-gain PID cannot compensate the characteristics changes of
USM during operation. The position estimation error of USM is improved by using PSO-
LDW based PID and better when using APSO based PID controller as shown in Figures
7-10, respectively. The proposed method shows a high density around the zero both
the unloaded and the loaded conditions. It means that the APSO algorithm can solve
the optimization problem in tuning the PID controller with better results than previous
methods. The proposed APSO algorithm can improve the performance the original PSO
algorithm. It can be seen clearly that self-tuning PID controller can compensate the
characteristic changes of USM due to the loading effect. The gains PID are automatically
adjusted according to the plant’s behavior. There are characteristic differences between
the CW and the CCW rotation. The position estimation error of the CW rotation is
better than the CCW rotation. It may be caused by the use of one vibration source to
generate the traveling wave in the stator of USM.
The statistical analysis of all methods in term of the mean of error (Ess mean), the stan-

dard deviation of steady-state error (Ess std), and the frequency of zero-error (Zero Err)
in 20 trials is listed in Table 2. The meaning of zero-error is the error whose value is

Figure 7. Position estimation error of the PSO-LDW based PID (unloaded)
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Figure 8. Position estimation error of the PSO-LDW based PID (loaded)

Figure 9. Position estimation error of the APSO based PID (unloaded)
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Figure 10. Position estimation error of the APSO based PID (loaded)

Table 2. Comparison results of all methods for performance test

Method
Ess mean Ess std Zero Err

Unloaded Loaded Unloaded Loaded Unloaded Loaded
PID 5.78E-04 3.31E-03 9.49E-04 3.62E-03 14 5

PSO-LDW-PID 4.50E-04 7.33E-04 7.46E-04 9.73E-04 14 12
PSO-NDW-PID 2.94E-04 4.28E-04 5.24E-04 5.98E-04 15 13
PSO-RIW-PID 1.83E-04 3.06E-04 4.47E-04 5.43E-04 17 15
APSO-PID 1.22E-04 1.83E-04 3.76E-04 4.48E-04 18 17

smaller than the resolution of encoder (i.e., 0.0011 [deg]). It is also called as success-
rate (SR). From Table 2, it is easy to see that the proposed APSO-PID controller shows
better performance in all parameters than the previous methods both the unloaded and
loaded condition. The position estimation error of the proposed APSO presents a mean of
1.22× 10−4 [deg] in the unloaded condition and 1.83× 10−4 [deg] in the loaded condition,
a standard deviation of 3.76× 10−4 [deg] in the unloaded condition and 4.48× 10−4 [deg]
in the loaded condition, a zero-error of 18 or SR of 90% in the unloaded condition and
17 or SR of 85% in the loaded condition. According to those results, the proposed APSO
algorithm may guarantee a good sense of accuracy. Compared with the original PSO-
LDW-based PID controller, the proposed APSO-PID controller can increase performance
up to 72.9% in the unloaded condition and 75.0% in loaded condition or 73.95% in both
the unloaded and loaded condition.
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Figure 11. Fitness convergence

The fitness convergence characteristics of PSO-LDW, PSO-RIW and APSO are shown
in Figure 11. It saw clearly that the particles APSO achieve faster convergence than the
previous methods. The particles of APSO achieved convergence in 0.11 seconds, while
the particles of PSO-RIW and PSO-LDW achieved convergence in 0.23 seconds and 0.27
seconds, respectively.

6. Conclusions. The adaptive PSO algorithm has been successfully applied to the op-
timal self-tuning PID controller in order to compensate the characteristic changes and
nonlinearity of USM. The proposed APSO algorithm is motivated by the fact that it is
difficult to adjust the value of inertia weight in order to achieve the proper balancing
between exploration-exploitation abilities. The balancing is a key role to improve the
performance of the original PSO algorithm. The proper balancing can reduce the risk of
premature convergence and falling into local optima. The main advantage of our proposed
method is its simplicity to overcome the weakness of the original PSO algorithm using
feedback mechanism to adjust the value of inertia weight adaptively based on the swarm
condition. During searching process, the personal and the global best position of particle
are taken and used to calculate the value of inertia weight. By using this strategy, the
proper balancing can be achieved easily. It has an important significance to engineering
design optimization. The performance of our proposed method has been investigated and
compared with previous methods (i.e., fixed-gain PID, PSO-LDW based-PID, PSO-NDW
based-PID, and PSO-RIW based PID) by experimenting with USM servo system. We
could conclude that the proposed APSO based PID method would have the superiority
to the previous methods on both convergence speed and position accuracy in practical
application.
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