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ABSTRACT. This paper proposes image enlargement using pyramid window kernel method
(PWK). The PWK method consists of three steps. The first step is providing the size
for the target image. The size of target image can be in different ratios and shapes.
Then perform back-transformation to the source image to obtain the corresponding co-
ordinate for filling pizel. The second step is getting 3x 3 sample pizel in surrounding
the back-transformation point and calculates one pizel using the pyramid. The reducing
3x 8 sample pizel window to 2x 2 size must consider the positions of back-transformation
point on the source image, and one pizel is calculated from 2x 2 window using linear
weighting. The third step fills the corresponding coordinate in the target image. The test
result for scale factors equal to four on Lena, Boat, Baboon, Peppers, Butterfly, Zebra
and Dolphin shows that the peak signal-to-noise ratio (PSNR) values of PWK are always
better than the comparison method. As well as the evaluation using correlation shows
the PWK method has good results. This indicates, the image enlargement using PWK
method produces good image quality. The computation time of PWK method is faster
than that of comparison methods. The experimental result in different ratios using PWK
is also presented.
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1. Introduction. Resizing of the images, especially for enlarging the image is very im-
portant in image processing. It is used for photography, video rendering and electronic dis-
play devices. Currently, the variety of displays sizes has been presented. High-resolution
displays have been widely used in many areas such as high-definition televisions, mobile
devices and smart phones [1, 2]. These require a good enlarging image method. The
enlarging image method is used to generate high-resolution (HR) images.

The classic problem of image enlargement is that the image tends to look rough and
blurry, which leads to lower image quality. Another problem in the image enlargement
method is that it is difficult to be implemented for different ratios and shapes of the target
image size. Therefore, it needs to create a new image enlargement method that produces
a high-quality performance and is easy to be applied in the varying sizes of display.

Furthermore, the application of the proposed method is used to video rendering. Video
rendering requires an image enlargement method that can resize the image to the desired
display size. In order to change the image size it is necessary to preserve the contents of
an image while changing its size [3, 4, 5, 6]. By more creatively applying our method, an
image enlargement with proportional content can be generated by enlarging the selection
area in the image.
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Many algorithms have been developed to produce high resolution images, one of which
is hybrid algorithm [7]. Hybrid algorithm is a combination between wavelet and neural
network. The genetic fuzzy system is implemented for image interpolation with limitation
of margin [8]. The kernel is developed for interpolation and maintains details of image
margin. The margin is calculated by using information combination of fuzzy logic local
gradient and genetic algorithm learning. These algorithms [7, 8] are very complex and
require learning before being used to make the high-resolution image.

Image enlargement method without learning process was conducted in [9]. Image en-
largement uses linear weighing to obtain one pixel interpolation, that is called as WLE
method. The WLE method explains the interpolation in three different positions: in-
terpolation between two horizontal pixels, interpolation between two vertical pixels, and
interpolation between four pixels. The WLE method is easy to be computed, so it is very
convenient to be applied in hardware. However, WLE method does not provide a good re-
sult, especially for enlarging an image on scale factor greater than two. Reverse Diffusion
Interpolation (RDI) with Partial Differential equation is used to obtain the value of the
highest gradient direction to produce the Reverse Diffusion process [10]. The weakness
of RDI method does not use the filtering process in homogeneous regions, and no extra
parameter is needed to characterize an edge. Meanwhile, the image enlargement based
on regularity on the geometric uses covariance-based adaptive interpolation, especially in
edge area and the pixels near of edge [11]. They use bilinear interpolation for non edge
pixels. This method is called NEDI. The complexity mathematical formulation in NEDI
methods causes the long computing time.

Pyramid method is a multi-level technology of image scaling, especially for enlarging or
minimizing image. Pyramid method has been used in digital image processing application
[12, 13, 14, 15, 16]. The Pyramid Spatial Multi Scale (PSMS) implements the bilinear
interpolation for scaling method. The pyramid method is also developed in [17], and the
proposed study is about the multi-resolution and image reconstruction of long distance
sensing. Fuzzy Adapted Linear Interpolation (FALI) algorithm for enlarging image is
presented in [18]. Fuzzy method is used to calculate weight and determine the local
gradient. FALI algorithm is implemented on three scaling methods such as bilinear,
bicubic and bicubic splines.

In order to overcome the drawback of the previous method, a new method is proposed
in this research paper. In our study, image enlargement method is based on pyramid
method. The pyramid method is used to obtain the importance pixel for the sample pixel
kernel. We make simple formulation to obtain weight value by using linear curve.

Pyramid method has contributed an important role in image enlargement or HR images.
In our study, the improvement and efficiency process were conducted by applying the
pyramid method to reducing the 3x3 sample pixel kernel. We call this method as the
pyramid window kernel (PWK). The image enlargement of PWK method is based on
the filling pixel process. The PWK method is also easy to be implemented on image
retargeting. Target image size not only in the same ratio, but also in the different ratios
can be handled. In addition, PWK can be implemented in the variety of shapes and sizes
of the target image.

2. Pyramid Enlargement Method. Pyramid method is conducted gradually using
bilinear weighing scaling method [19]. Figure 1 illustrates pyramid step process. It also
shows staging image enlargement using scale factor (S),) until the desirable image size is
obtained. On each step of the image enlargement process, the reference data will be taken
from a lower image position in the pyramid. There are several image hidden layers on
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pyramid method (H,). The last step is the image result of the pyramid. Hidden layers
image is a layer between the source image (LR) and the image result.

Pyramid layers exist if the enlargement values are bigger than two (S > 2). If S is bigger
than 2, thus the number of the hidden image layers is H = S — 2 and the enlargement on
each layer is S}, = (S/(S — 1) + S} _,) per layer.

3. Proposed Method. This paper introduces image enlargement using windows kernel
based on filing pixel. Figure 2 shows the steps of image enlargement using PWK. This
method consists of three steps. The first is back transformation from target image coor-
dinate to source image coordinate. The second finds the sample pixel and applies PWK.
The sample pixel 3x3 window is reduced into 2x2 window size, and one pixel is calculated
using the linear weighting method. The last fills the target image coordinate.

The window kernel reduction was similar with a pyramid. We call it as the Pyramid
Window Kernel (PWK). The kernel is an algorithm to reduce sample pixel 3x3 window
to the 2x2 window size. Detailed explanation of each step is presented in the subsection
below.
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3.1. Target image size. Generally, a new matrix size of target image fr(z,y) is obtained
by multiplying the width and height of source image (fs(n1,n2)) with scale factors for
height (Sj,) and width (S,). A new matrix size fr(x,y) can be written in Equation (1).
Matrix size for the new image (fr(z,y)) is still vacant. The pixel for filling empty matrix
is obtained from the calculation using PWK.

a1 1,2 a3 ce Q1,MS,,
21 292 23 ce a2,MS,,
fr(z,y) =1 @31 3,2 aggz ... A3,MS, (1)
ans,1 OanNS,,2 OaNS,3 ... GNS,,MS,

where N and M are respectively for the height and width size of matrix fs(n,n2). S
and S, are scale factors for height and width, respectively. Meanwhile, a new matrix size
for fr(z,y) is (NSy, x MS,,).

In contrast, the scale factor can also be calculated by dividing the size of target image
with source image size. If the size of target image is N x M, then the scale factor for the
height and width can be obtained by Equations (2) and (3), respectively.

(2)

(3)

3.2. Windows pyramid. We were able to determine the sample pixel coordinate in the
source image fs(n1,ny) using Equations (4) and (5).

ng = [iy] (5)
wherein [] is rounding-up to the close integer value.
The back transformation points in the source image for ¢, and i, can be found by
Equations (6) and (7).

, x
e =g (6)
. Y

by = S_w (7)

wherein z and y are respective for the height and width on target image coordinate, which
will be filled.

Next, we retrieve the sample pixel data of neighbouring coordinate, by the sized 3x3
such as shown in Equation (8).

fs(nl—l,nQ—l) fs(nl—l,nQ) fs(nl—l,nQ—i—l)
w33(i7j) = fs(n17n2_1) fs(n17n2) fs(n1?n2+1) (8)
fs(n1+1,n2—1) fs(n1+1,n2) fs(n1+1,n2+1)

where ws3(i,7) is sample pixel 3x3 window size with i = 7 = 1,2,3 and fs(ny,ns) is
source image (LR).

Reducing sample pixel 3x3 window size to 2x2 must consider the positions of back
transformation point in the source image. There are three conditions in reducing the
sample pixel 3x3 window to 2x2 by the kernel based on back transformation point.
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1. The first condition, if the back transformation point for i, is an integer and i, is
fraction, then the pixel in the element matrix woy window is shown as Equation (9).

’U)33(2, 2) ’U)33(2, 3)
Wag(%,7) = |wss(3,2) +ws3(3,3)  wss(1,2) + wss(1,3) 9)
2 2

2. The second condition, if i, is a fraction and 4, is integer, then the pixel in the element
matrix wye window is shown as Equation (10).

(. ) w33(2,2) ’U)33( s ) . ’U)33( 5 )
’UJ33(3, 2) w33( , ) 5 w33( ’ )

3. The third condition, if ¢, and ¢, are fractions, then the pixel in the element matrix
wsye window is shown as Equation (11).

(10)

; g)‘ (11)

.. 2
w??(%]) = w33(3

3.3. Window weight. We design window weight (w,, (4, 7)) with 2x2 window size such
as that written in Equation (12). The element of window weight is obtained from linear
curve in Figure 3. Figures 3(a) and 3(b) have two linear curves, and there are uphill curve
and downhill curve.

air a2

12
Q21 Q22 ( )

wy(i,]) =

wherein the element matrix a;; = wywy;, with ¢ = 57 = 1,2. Meanwhile, w,; and wy;
are the weight values based on the linear curve on Figure 3. The w,; and w,s values are
obtained by using Equations (13) and (14).

b— 1,
zl = 1
Wl =5, (13)
iy — G
w2 = 14
Wz b—a (14)

wherein a value is obtained from rounding down of 7, and b value is obtained from
rounding up of .

Moreover, the wy; and w,, values are obtained by similar ways which are written in
Equations (13) and (14). However, the i, variable in both equations must be replaced by
iy variable.
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3.4. The filling pixel. Finally, one pixel can be calculated using Equation (15). This
pixel is used to fill the target image coordinate, shown in Figure 2. By repeating, starting
from Equation (4) up to Equation (15), all element matrices of the target image can be

filled by pixel.
2 2

fT(J"ay) :Zzwﬂ(iaj)ww(iaj) (15)

i=1 j=1

4. Experimental Result and Discussion. In this experiment, we use seven test im-
ages, such as Lena, Boats, Baboon, Peppers, Butterfly, Zebra and Dolphin images as
shown in Figure 4. The proposed method is compared with seven comparison methods,
which are bilinear interpolation (BLI), bicubic interpolation (BCI), Lanczos interpolation
(LI), new edge directed interpolation (NEDI) [11], reverse diffusion interpolation (RDI)
[10], weighted linear extrapolation (WLE) [9] and pyramid step enlargement (PS) [19].

4.1. Experimental result. We use the source images in different sizes. Those are Lena
(128 x128), Boats (175x143), Baboon (128x128), Peppers (128x96), Butterfly (150x94),
Zebra (220x140) and Dolphin (128x102). All methods are used to enlarge the source
images by using a scale factor equal to four. The size of image enlargement results
for Lena, Boats, Baboon, Peppers, Butterfly, Zebra and Dolphin images are 512x512,
700x572, 512x512, 512384, 600x376, 880x560 and 512x408 respectively.

Four experiments are conducted in the proposed work. The first experiment is to
calculate the peak signal-to-noise ratio (PSNR), correlation value and computation time
result for image enlargement by a scale factor equal to four. Here, we use all the image
tests on Figure 4 as the object experiment. The third results (PSNR, correlation value
and computation time) are presented in Table 1 up to Table 3. The second experiment
is to show the performance of the image enlargement method on the scale factor equal
to four. In this case, we use Zebra image in Figure 4(f) as a sample test image. The
image enlargement result is presented in Figure 5. The third experiment is to analyze the
visual performance of image enlargement in different ratios using PWK method. We use
Dolphin image (Figure 4(g)) as the sample test image. The image enlargement result is
shown in Figure 6. Figure 6(a) is the source image and the target image size. Figure 6(b)
is image enlargement result using PWK. Figure 6(c) is the source image with manual area
selection. Meanwhile, Figure 6(d) is the image enlargement result using PWK based on

(d) Peppers

(e) Butterfly (f) Zebra (g) Dolphin

FIGURE 4. Test images
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area selection. The fourth experiment is to show the visual result of image enlargement
to the different shapes of a target image size that is presented in Figure 7. Figures
7(a) and 7(c) present the source image size with trapezoid and oval target image size
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FI1GURE 7. Image enlargement to the different shapes of target image size

respectively. Furthermore, Figures 7(b) and 7(d) are the image enlargement results using
PWK method.
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4.2. Evaluation method. The quality of the enlargement image is evaluated by us-
ing quantitative and qualitative evaluation. The information about these evaluations is
explained in subsubsections below.

4.2.1. Quantitative evaluation. We use peak signal-to-noise ratio (PSNR), correlation val-
ues and computation time for quantitative evaluation. Image evaluation by using PSNR
and correlation values are required two images with similar size. The first image is a
reference image and the second image is the enlarged image result. For this purpose, we
create a scenario to test them using PSNR and correlation values as follows. Firstly, we
provide a reference image. Next, we resize it into the smaller size. The sizes of images
which would be enlarged is !/, of their original size. The next step is to re-enlarge the
smaller image sizes into their original sizes with scale factor S = 4. Thus, we are able to
evaluate the quality of enlargement result using PSNR and correlation value. The third
evaluation is explained in the following side.

1. The first mathematical evaluation uses PSNR as shown in Equation (16).
MNmax(f(z,y))

Zgj/\il Zivzl (f(IL’, y) o fT(mv y))2

wherein f(z,y) is reference image and fr(x,y) is the image enlargement result.
Table 1 shows PSNR values for image enlargement by scale factor equal to four

on images Lena, Boats, Baboon, Peppers, Butterfly, Zebra and Dolphin. In this
evaluation, the PSNR value of PWK has the highest PSNR value compared with
seven comparison methods such as BLI, BCI, Lanczos 2, NEDI, RDI, WLE and PS.
The highest PSNR value indicates better image quality.

2. The second evaluation uses correlation value between the reference images and the
enlargement image result as shown in Equation (17).

. Zgj/wzl Zivzl (f(x,y) _7) (fT(l‘ay) - E)
N VAB

A=3"5N"(fla,y) - 7) (18)
B = ZZ fr(z,y) ) (19)

y=1 z=1

PSNR = 101log (16)

(17)

wherein f is equal to the mean value of f(x,%) and fr is equal to the mean value of
fT (1‘7 y) :

Correlation evaluation is used to measure the power of two variables. The two
variables are referencing image and the enlargement image result. The power of two
variables is expressed by values between 0 to 1. If the value of the correlation is close
to 1, then the f,(z,y) is very similar with image reference and vice versa.

The evaluation result using correlation value is shown in Table 2. On test images
Lena and Boat only NEDI has the correlation value less than 0.9, whereas other
methods have the correlation values greater than 0.9. The correlation evaluation
shows PWK method always has the correlation values higher than the comparison
method.

3. We use computers with specification Intel Core (TM) 2.9 GHz CPU, 4 GB RAM.
All the methods are implemented in Matlab 7.5.0 R2007b. Table 3 shows the com-
putation time for NEDI, RDI, WLE, PS and PWK. The computation time of PWK
is faster than NEDI, RDI, WLE and PS.
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TABLE 1. PSNR for image enlargement by S5 = 4

Image samples
Lena | Boats | Baboon | Papper | Butterfly | Zebra | Dolphin
Bilinear | 24.01 | 22.87 | 19.09 25.34 17.69 19.27 | 18.79
Bicubic | 23.58 | 22.47 | 18.54 25.01 17.26 18.84 | 18.22
Lanczos 2 | 23.57 | 22.45 | 18.53 25.00 17.25 18.83 | 18.21
NEDI [11] | 20.38 | 19.77 | 17.85 21.20 15.12 16.13 | 17.35
RDI [10] |23.32| 22.28 | 18.44 24.79 17.13 18.67 | 18.15
WLE [9] |24.43 | 22.81 | 18.53 26.00 17.15 18.22 | 18.18
PS [19] |27.07| 25.12 | 19.92 28.48 19.24 21.32 | 19.69
PWK 27.43 | 25.52 | 20.43 29.58 19.97 | 21.56 | 19.76

Method

TABLE 2. Correlation value for image enlargement by S = 4

Image samples
Method Lena | Boats | Baboon | Papper | Butterfly | Zebra | Dolphin
Bilinear |0.946 | 0.942 | 0.864 0.978 0.890 0.844 | 0.872
Bicubic |0.946 | 0.937 | 0.850 0.977 0.881 |0.8337| 0.858
Lanczos 2 | 0.941 | 0.936 | 0.849 0976 0.881 |0.8334 | 0.857
NEDI [11] [ 0.878 | 0.881 | 0.823 0.944 0.799 0.685 | 0.825
RDI [10] |0.938 | 0.934 | 0.847 0.975 0.878 0.829 | 0.856
WLE [9] [0.955| 0.944 | 0.855 0.982 0.887 0.835 | 0.861
PS [19] [0.975] 0.967 | 0.889 0.990 0.925 0.906 | 0.899
PWK 0.976 | 0.969 | 0.900 0.992 0.936 0.911 | 0.899

TABLE 3. Computation time (second) for image enlargement by S = 4

Image samples
Method Lena | Boats | Baboon | Papper | Butterfly | Zebra | Dolphin
NEDI [11] | 18.783 | 28.485 | 20.389 | 13.447 | 47.944 | 111.68 | 46.145
RDI [10] | 37.689 | 51.636 | 37.971 | 28.080 | 90.871 | 181.67 | 88.874
WLE [9] | 1.419 | 2.199 | 1.435 0.982 3.369 8.029 | 3.229
PS [19] 1.154 | 1.645 | 1.139 0.796 2.075 5.530 | 1.981
PWK 1.014 | 1.560 | 1.029 0.686 2.043 4.960 | 1.888

4.2.2. Qualitative evaluation. To evaluate the visual quality result of several image en-
largement methods, we show the cropping of Zebra image, especially in the stomach area
that is illustrated in the mark a square line as shown in Figure 4(f). The cropping of
Zebra image enlargement results by a scale factor equal to fours as shown in Figure 5(b)
up to Figure 5(i).

Comparison method for BLI, BCI and Lanczos 2 in Figure 5(b) up to Figure 5(d) look
rough texture. The NEDI method in Figure 5(e) looks a good quality in the edge of
image areas. RDI and WLE methods produce a jagged image enlargement, especially
in edge areas as shown in Figures 5(f) and 5(g). Figures 5(h) and 5(i) are the image
enlargement results by using PS and PWK methods respectively. Both of images look
similar. However, the PS method is slightly more blurry compared with PWK method.
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4.3. Discussion. The computation time of PWK is faster than those of the fastest image
enlargement methods such as WLE, NEDI and PS. In addition, PWK has a good image
quality. PWK method is very easy to implement in hardware, because this method does
not require complex calculations. However, for the real-time image enlargement, the faster
hardware is needed.

In software implementation, PWK method is used for video rendering. There are
three steps in the implementation of PWK methods for video rendering. First, video is
converted into the frames and then frames into images. Second, the PWK method is
applied to enlarging the images which are separated from the frames. For example, the
source image Dolphin (408 x512) is enlarged to become the target image size (1080x2048).
Target image size is 2K display with a ratio 9:17. The image enlargement result is shown
in Figure 6(b). Third, after the frame enlargement process, the enlarged frames are
converted back to the movie.

PWK method is applied to the proportional content image enlargement. In this case,
we select three regions from the source image manually as shown in Figure 6(c), and
then, we enlarge the source image by same scale factor value for the Sj, and S,,. The scale
factor value for S, and S, is equal to scale factor value for height, which is calculated
from height size of source image and the target image. The result is placed in the center
of target image size. Furthermore, we enlarge the left and right regions of selected image
to obtain full image size. In this step, the scale factor for Sj is equal to one. Whereas,
the scale factor for S, is always changing following the image area selection. So that, the
scale factor for the S,, must be calculated in each row. By different scale factor value for
Sw, we obtain the proportional image enlargement in different ratios as shown in Figure
6(d).

We demonstrate two examples image enlargement in different shapes by using PWK
method. Image resizing in different shapes usually used to design animation effect. Figures
7(a) and 7(c) show the size of each row and column of the target image always changing.
That affects the changing of the scale factor on each row and column. This problem
can be solved by counting the scale factor in each coordinate pixel that will be filled
with Equations (2) and (3). Furthermore, the filling process of one pixel value in every
target image coordinates can be calculated by using Equation (2) up to Equation (15).
This process is repeated until all the coordinates on target image have been filled by pixel.
Both results are shown in Figures 7(b) and 7(d) for trapezoid and oval shapes respectively.

The example of image enlargement on Figures 7(b) and 7(d) prove that the PWK
method has flexibility, because it can be used to enlarge the image in the different shapes.
Both examples have represented the varying shape of target image. PWK method based
on the filling pixels will be easily implemented in the image retargeting. Image retargeting
is changing the image size at the different ratios. If we look at Figure 7(d), the height of
the target image size on the left and right side is lower than the source image. Meanwhile,
the center of image has a higher size than the source image. In this case, it has proven
that PWK method is capable of handling image enlargement in many variation heights
or widths of the target image size.

5. Conclusions. We introduce a new image enlargement method by combining pyramid
method and linear curve. We call it as PWK method. The proposed method has been
tested on Lena, Boats, Baboon, Peppers, Butterfly, Zebra and Dolphin images. The
evaluation results of image enlargement using PNSR and correlation value have been
presented. Referring from two evaluations, the image enlargement using PWK method has
a good image quality. The computation time of PWK method is faster than comparison
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methods. The PWK method is very easy to implement on image enlargement in different
ratios and shapes of target image size.

For the next study, we will develop the selection image enlargement by combining
PWK method with an image feature detection. The method aim is to create an image
enlargement method with the feature content maintaining.
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