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Abstract. This paper explores the convergence of Machine-to-Machine (M2M) systems
with Network-Centric Operations (NCO), and analyzes the perspective of integrating self-
organizing gossip protocols as an information dissemination solution. An overview of
the M2M communication paradigm and current standardization efforts regarding archi-
tecture are given. The paper includes an overview of the network-centric networking
and analyses the idea of implementing NCO approach to achieve situational awareness
and self-synchronization of autonomous and intelligent M2M devices in networked M2M
environments. Two case studies involving M2M systems are given and discussed as a
proof of concept for the implementation of a network-centric approach. Properties of
self-organizing systems are briefly analyzed, and gossip protocols are identified as a vi-
able support solution for the proposed convergence.
Keywords: Machine-to-machine, Network-centric operations, Self-organization, Infor-
mation dissemination, Gossip protocols

1. Introduction. Machine-to-Machine (M2M) systems’ rapid growth and development
in recent years have attracted much attention. Numerous companies and network op-
erators have established specialized M2M departments extending their businesses and
providing new types of automated services. Ubiquitous wireless and wired connectivity,
and declining prices of communication modules are the main drivers of such a trend. The
potential for further growth of the M2M market is enormous: European Telecommunica-
tions Standards Institute (ETSI) suggests that the number of connectable machines is five
times greater than the amount of humans, although the number of currently connected
machines is still significantly lower. However, even today the number of connected M2M
devices is measured in hundreds of millions. Harbor Research expects 390 million cellu-
lar M2M connections in 2014 [1], while Mobile Market Development predicts a projected
compound annual growth rate of 25% through 2014, and approximately 50 billion M2M
devices worldwide by 2025 [2]. Ericsson’s predictions reach 50 billion M2M devices even
sooner, by 2020 [3]. According to Juniper Research, M2M market as a whole, including
both fixed and mobile technologies, will by 2014 reach value of nearly $35 billion [4].

Both leading M2M standardization bodies (ETSI and Third-generation Partnership
Project (3GPP)) publish similar definition of the M2M communication: it is the commu-
nication between two or more entities with little or no direct human intervention [5,6].
Similar definitions can be found in numerous other publications, books or articles dealing
with the same matter. From the functional point of view, a communication system based
on M2M interactions typically comprises of geographically dislocated devices, communi-
cation channels that connect them and a platform for management functions. Actors in
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such an environment can include broad range of communication capable devices: comput-
ers, mobile phones, tablets, but also variety of sensors, smart grid networks, embedded
processors, industrial and medical equipment, and countless other devices. M2M technol-
ogy offers various applications and a vast potential for future development of new types
of applications. One of the unofficial divisions proposed in [7] identifies six application
areas: building management, transportation and logistics, healthcare, local communities
and public safety, energy, manufacturing, and industrial applications.
As stated in [8], M2M technology is based on the idea that a machine has more value

when it is networked and that the network becomes more valuable as more machines are
connected. Operation and control in large and dynamic M2M systems, as is the case with
distributed systems in general, is still an emerging area of research. This paper extends
the ideas suggested in [9] where the convergence of network-centric networking approach
into machine-to-machine environments was discussed. Network-centric operation and con-
trol offers a scalable decentralized alternative to centralized control and its typical issues
(scalability, traffic congestion (“bottleneck”), transmission delays, energy wastage, etc.)
[10]. Enabling qualitative information management between communicating machines is
the necessary prerequisite for information sharing (“bringing the right information to the
right destination at the right time”), stimulating machine cooperation, and generally im-
proving individual and collective machine operations. Effective information dissemination
enables faster machine operations and ultimately better performance of the M2M system
as a whole. Self-organization principles based on the natural systems provide an attrac-
tive approach for handling requirements in dynamic distributed environments, especially
for those M2M systems that emphasize machine autonomy and cooperation.
This paper is organized as follows. In Section 2, we give an overview of the current stan-

dardization efforts in the M2M domain, while Section 3 brings prominent considerations in
the area of M2M architectures, with the prospect of implementing device-to-device com-
munication in standardized architecture layouts. Section 4 focuses on the integration of
network-centric approach into an M2M system and discusses its potential importance for
M2M communication, particularly information sharing between M2M devices. In Section
5, we give an analysis of two M2M scenarios in the context of analyzed network-centric
networking. Section 6 brings an overview and a brief analysis of the bio-inspired self-
organization principles that can be applied in a network-centric M2M environment, with
particular focus on the gossip algorithms developed for scalable information dissemination
and aggregation. Finally, Section 7 concludes the paper.

2. M2M Standardization Efforts. Current networks are optimized for Human-to-
Human (H2H) interactions and data transfer, and communication patterns in such systems
can greatly differ from those in M2M systems. It is important that communication tech-
nologies evolve and develop capabilities to efficiently support both human and machine
solutions without impairing their capabilities.
An M2M concept is not a revolutionary idea since it has been present in various forms

over the years. Early 1990s witnessed the development of Supervisory Control and Data
Acquisition (SCADA) systems [11]. These primitive industrial management and telemetry
systems are usually perceived as precursors of modern M2M systems. They include many
connected sensors from which they gather data. However, their biggest disadvantage is
high cost because they are based on proprietary communication technologies. Unlike
SCADA, M2M systems work with standardized technologies [8] and are independent of
the used access in a wide range of possible wired/wireless network solutions (Digital
Subscriber Line (DSL), Wi-Fi, ZigBee, Bluetooth, cellular, satellite, etc.).
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Many standardization bodies, including mentioned ETSI and 3GPP, have recently en-
gaged in M2M standards development: International Telecommunication Union – Teleco
mmunication Standardization Sector (ITU-T), Institute of Electrical and Electronics En-
gineers (IEEE), 3rd Generation Partnership Project 2 (3GPP2) and Telecommunications
Industry Association (TIA) [12]. Considering the positive impulse of M2M standardiza-
tion activities in recent years and learning on the experiences of 3GPP, ETSI is currently
joining six other major standardization organizations from around the world (Association
of Radio Industries and Businesses (ARIB) in Japan, Alliance for Telecommunications
Industry Solutions (ATIS) and TIA in the USA, China Communications Standards As-
sociation (CCSA) in China, and Telecommunications Technology Association (TTA) in
South Korea) to form a global M2M partnership: oneM2M [13]. Its agenda is to encourage
the development of a common M2M Service Layer that can be embedded within various
hardware and software, and relied upon to connect a variety of devices in the field with
M2M application servers worldwide.

ETSI produces globally applicable standards for Information and Communications
Technology (ICT) including fixed, mobile, and radio communications, Internet, and other
areas, and continually strives to improve collaboration with other research bodies [14]. In
2007, a new ETSI Technical Committee (TC) for developing standards for M2M commu-
nication (Table 1) has been established [15]. The group aims to provide an end-to-end
view of M2M standardization. Their work regarding M2M technology has begun with
standards that analyze different use cases: smart metering [16], eHealth [17], connected
consumer [18], automotive applications [19], and city automation [20]. The objective is to
cover enough prevailing use cases to ensure that all of the important requirements of M2M
systems are identified so that the associated architecture work provides the foundation
for future M2M applications. Anyhow, they have also put some effort into defining basic
M2M terminology [21], as well as its service requirements [5] and functional architecture
[22]. ETSI’s cooperation with other organizations has also resulted in few published stan-
dards. They closely co-operate with the work of the 3GPP [23] and 3GPP2 [24] standards
initiatives for mobile communication, then with Open Mobile Alliance (OMA) [25] and
Broadband Forum (BBF) [26] regarding their solutions for remote management, and with
the ZigBee Alliance on the subject of interworking with their area networks [27].

3GPP produces highly successful reports and specifications that define 3GPP tech-
nologies, from Global System for Mobile Communications (GSM), General Packet Radio
Service (GPRS), and Enhanced Data rates for GSM Evolution (EDGE) towards Universal
Mobile Telecommunications System (UMTS), and recently Long Term Evolution (LTE)
[28]. Most of its M2M (to avoid possible confusion it is important to mention that 3GPP
uses term Machine-Type Communication or abbreviated MTC) standardization efforts
(Table 1) are conducted within several Service and System Aspects Working Groups (SA
WG): SA WG11, SA WG22 and SA WG33. WG1 focuses on services [6,29-32], WG2
on architecture [33], and WG3 on problems regarding security [34,35]. Two additional
groups are actively working on the improvements for radio access networks: GSM EDGE
Radio Access Network (GERAN) WG24 on protocol aspects of GPRS/EDGE networks
[36], and Radio Access Network (RAN) WG25 on Layer 2 and Layer 3 Radio Resource
specification [37].

1TSG SA WG1 Services, http://www.3gpp.org/SA1-Services
2TSG SA WG2 Architecture, http://www.3gpp.org/SA2-Architecture
3TSG SA WG3 Security, http://www.3gpp.org/SA3-Security
4TSG GERAN WG2, http://www.3gpp.org/GERAN-2-Protocol-Aspects
5TSG RAN WG2, http://www.3gpp.org/RAN2-Radio-layer-2-and-Radio-layer
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Table 1. ETSI and 3GPP M2M standards

Standardization
Description

Specification
body reference

ETSI

M2M Service Requirements
M2M Functional Architecture
Smart Metering Use Cases
M2M Definitions
eHealth Use Cases
Connected Customer Use Cases
City Application Use Cases
Automotive Applications Use Cases
M2M Interfaces mIa, mId, dIa
Impact of Smart Grids on M2M Platform
Interworking with 3GPP Networks
Interworking with 3GPP2 Networks
Interworking with M2M Area Networks
OMA DM Compatible Objects
BBF TR-069 Compatible Data Model

TS 102 689
TS 102 690
TR 102 691
TR 102 725
TR 102 732
TR 102 857
TR 102 897
TR 102 898
TS 102 921
TR 102 935
TR 101 603
TR 103 107
TR 102 966
TS 103 092
TS 103 903

3GPP

SA1 – M2M Study Report
SA1 – MTC Service Requirements
SA1 – Alternatives to E.164 for MTC
SA1 – Man-machine Interface of the Mobile Station
SA1 – Man-machine Interface of the User Equipment
SA2 – System Improvements for MTC
SA3 – M2M Security Aspect for Remote Provisioning
and Subscription Change
SA3 – Security Aspect of M2M
3GPP Study on RAN Improvements for MTC
3GPP Study on GERAN Improvements for MTC

TR 22.868
TS 22.368
TR 22.988
TS 02.30
TS 22.030
TR 23.888
TR 33.812

TR 33.868
TR 37.868
TR 43.868

3. M2M System Architecture Considerations. Broad market potential of M2M
systems is consequence of their numerous possible applications and use cases, as well
as the variety of available access technologies that can be used in their implementation.
These systems need to be reliable, scalable, secure, and manageable. The easiest way
to accomplish this, and to solve set of unique challenges that differentiate them from
H2H systems (large number of connected devices, specific traffic patterns, many types of
devices, small energy requirements, etc.) is standardization. One of its main aspects is
consideration regarding architecture of M2M systems.

3.1. ETSI architecture standardization approach. ETSI TC M2M published in [22]
high-level architecture concept for M2M application support (Figure 1). It includes net-
work (Access Network, Core Network, M2M Service Capabilities, M2M Applications, Net-
work Management, and M2M Management Functions), and device and gateway domains
(M2M Devices, M2M Gateway, and M2M Area Network, including M2M Applications
and M2M Service Capabilities). M2M Devices include broad range of devices cited in the
introduction, run M2M Application(s) using M2M Service Capabilities, and are capable
to autonomously (without human intervention) exchange data with other devices. They
connect to network domain in two different ways: directly or through M2M Gateway
which serves as a network proxy. M2M Gateway using M2M Service Capabilities to en-
sure M2M Devices are interworking and interconnected to the underlying communication
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Figure 1. ETSI M2M system architecture

network, and can provide various services to them. M2M Area Network connects gate-
way and devices that lack service capabilities and are not capable to directly connect
to Access Network. Network Domain comprises of Access and Core Networks, enables
communication between M2M Gateways and M2M Applications, and includes Network
and M2M Management Functions. Access Networks include (but are not limited to):
DSL, satellite, GERAN, Universal Terrestrial Radio Access Network (UTRAN), evolved
UTRAN (eUTRAN), Wireless Local Area Network (WLAN), and Worldwide Interoper-
ability for Microwave Access (WiMAX). Core Networks (CN) include (but are not limited
to): 3GPP CNs, ETSI Telecoms and Internet converged Services and Protocols for Ad-
vanced Networks (TISPAN) CN, and 3GPP2 CN. M2M Applications run the service logic
and use M2M Service Capabilities accessible via an open interface.

There are three reference points between various node pairs (M2M Device, M2M Gate-
way, and Network (e.g., Application Server)) that define ETSI M2M functional architec-
ture framework (Figure 2):

• The mIa reference point offers generic and extendable mechanism for Network Ap-
plication (NA) interactions with the Network Service Capabilities Layer (NSCL).

• The dIa reference point offers generic and extendable mechanism for Device Appli-
cation (DA)/Gateway Application (GA) interactions with the DSCL/GSCL. When
between DA and GSC, typically over an Internet Protocol (IP) network, it is im-
plemented over Constrained Application Protocol (CoAP) or Hypertext Transfer
Protocol (HTTP).

• The mId reference point, between SCLs (DSCL/GSCL to NSCL), offers generic and
extendable mechanism for SCL interactions. When between GSC and NSC, it is
implemented over HTTP or Session Initiation Protocol (SIP).

It can be observed from the figure that M2M Device connects to Network Domain
either directly (includes Service Capability Layer) or through the M2M Gateway (lacks
SCL). ETSI so far in its standards does not assume direct device-to-device communication
scenario (apart from the local interactions inside the M2M Area Network), but every
communication involves Network Domain and associated servers who are then responsible
for providing connectivity and/or other services to M2M Gateway(s)/Device(s).
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Figure 2. M2M functional architecture framework

Figure 3. 3GPP M2M system architecture

3.2. 3GPP architecture standardization approach. Recent developments in wire-
less industry such as widespread availability of wireless connectivity, declining prices of
M2M modules, and regulatory incentives for certain industries (smart grid, e-Health)
have attracted attention of potential M2M stakeholders [12]. With the merit of providing
higher-layer connections, 3GPP network scenarios have been regarded as one of the most
promising M2M solutions [11].
MTC Device comprises of variety of devices mentioned in the introduction and connects

via MTCu interface to the 3GPP network (GERAN, UTRAN, eUTRAN, etc.). Depending
on the used access technology, MTCu can be based on one of the following interfaces: Uu,
Um, Ww or LTE-Uu. The 3GPP network provides transport and communication services
(including 3GPP bearer services, IP Multimedia Subsystem (IMS), and Short Message
Service (SMS)) optimized for the MTC communication that connect MTC Device with
an MTC Server or other MTC Devices. The MTC Server connects to the 3GPP network
via MTCi/MTCsms interface and thus communicates with MTC Devices [29] (Figure 3).
There are three scenarios regarding the communication between MTC Servers and MTC

Devices [6]. MTC Device indicates wireless MTC modules and terminals connected via an
access network, included in the “machines in the field” domain. MTC Server stands for
central servers that communicate with MTC Devices, and can be located inside or outside
Mobile Network Operator (MNO) domain, or within public Internet. First communication
scenario involves MTC Devices, distinguishable from each other, communicating with one
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MTC Server (N to 1), while in second scenario there are several MTC Servers and several
MTC Devices (N to N). In first scenario, one MTC module communicates with one server
only, while second scenario involves more servers for load distribution. Third scenario
consists of MTC Devices communicating directly with each other without the intermediate
MTC Server. The latter scenario is not seen as the relevant within the scope of 3GPP’s
work on M2M, because most popular use cases involve some kinds of M2M device-to-server
communication. Therefore, 3GPP and ETSI seem to have a rather similar standpoint
regarding Machine-to-Machine communication between devices without intermediaries,
and leave this area open to further discussion and research. However, there is no doubt
that certain methods and principles, such as the ones discussed in the following chapters
(e.g., network-centric approach), may greatly improve specific M2M applications.

4. Network-Centric Approach in M2M Systems. M2M systems are due to their
diversity still faced with information management and coordination challenges. They can
consist of various types and numbers of devices, local or wide area coverage, different
level of mobility, autonomy, intelligence or energy constraints. Information management
in such an environment that can be based on one of the two basic types, centralized or
decentralized. Centralized information management system is continuously examining the
environment using its sensor capabilities, transmitting the gathered data to the central
node (M2M/MTC Server) for processing, and eventually decision making. Commands are
distributed from centre to the edges [10]. This approach is correlated to the M2M/MTC
Device(s)-M2M/MTC Server(s) 3GPP scenarios. In decentralized information manage-
ment approach, inherent in the NCO principles, control and intelligence is shifted from
one node to the whole network [10], or as it is in [38] called, “infostructure”. The decen-
tralization of control and intelligence among many nodes allows processing of gathered
data within the network, which is in relation to the M2M/MTC Device-M2M/MTC De-
vice 3GPP scenarios. NCO features motivate the idea of integrating some of its concepts
in the perspective area of machine type communications.

4.1. Network-centric operations. Network-Centric Operations (NCO) refer to a con-
tinuously evolving, complex community of people, devices, information, and services in-
terconnected by a communications network in order to optimize resource management
and provide superior information on events and conditions needed to empower decision
makers [39]. The term “network-centric” is attributed to the U.S. Admiral Jay Johnson
who used it to describe what he has seen as a “fundamental shift from platform-centric
warfare to network-centric warfare” [38]. Network-centric operations approach is in direct
opposition to platform centricity, it shifts from viewing actors as independent to view-
ing them as part of a continuously adapting ecosystem, and emphasizes the importance
of making strategic decisions to adapt or even survive in such a changing environment
[38,40]. Its underlying framework has been influenced by certain command and control
processes characterized by an iterative sequential series of steps, such as Observe, Ori-
ent, Decide and Act (OODA) loop cycle attributed to former United States Air Force
(USAF) Colonel John Boyd, a model consisting of sense, process, compare, decide, and
act steps, developed by Dr. J. S. Lawson, and the Headquarters Effectiveness Assessment
Tool (HEAT) process developed by Dr. R. E. Hayes in 1984 [40].

Network-centric (sometimes also referred to as information-centric or knowledge-centric)
approach seeks to achieve an information advantage, enabled in part by information and
communication technologies, into a competitive advantage through the robust networking.
Specifically, the NCO concept contains the following four tenets, as proposed in [41]:

• A robustly networked force improves information sharing.
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• Information sharing enhances the quality of information and shared situational awar-
eness.

• Shared situational awareness enables collaboration and self-synchronization, and en-
hances sustainability and speed of command.

• These, in turn, dramatically increase work (mission) effectiveness.

These tenets can be, with certain adjustments, applied to any networked environment.
For a success, especially in a dynamic environment, it is critical to achieve information
sharing that enables shared situational awareness and self-synchronization. This, simply
speaking, means to deploy as much information about relevant aspects of the networked
environment (e.g., the position and availability of critical resources, status of neighboring
nodes, position of link/node failures, traffic congestions.) to nodes that need to know it
in order to achieve better work performance in a dynamic distributed environment.

4.2. Network-centric operations in M2M systems. NCO paradigm described in the
previous section mentioned several important features. However, despite the necessary
technological basis that allows all of these features to fit together, the most important
variable is behavior of a decision maker and its ability to make use of acquired information
and knowledge. People, characterized by their cognitive processes and abilities, as well
as their social interactions and organization, are the final destination of almost all of the
acquired information and knowledge through networking. NCO results are ultimately
driven and evaluated by human reasoning. Nodes in a network-centric environment are
autonomous decision making units that can collaborate with other nodes (serve other
units or be served by them). Some machines in M2M environment are capable of same
type of behavior: function autonomously, without the direct human intervention, and
are characterized by different cognitive and learning abilities. In such an environment
they do not only support the network to process data for human decision makers, but
are at some level decision makers themselves. They are driven to adapt to changes in
their environments and reach goals through autonomous social interactions with other
machines and autonomous decision making.
Information sharing. Information exchange is an important aspect of any networked

environment. Nodes (i.e., people, connected machines) collect information through in-
teractions with other nodes and use it to solve operational tasks and enrich their own
knowledge. M2M systems with potentially large number of nodes offer large quantities of
information that can be used for their own benefit. Establishing collaboration between
connected machines assumes a bit more than interoperability, which is a fundamental
technical ability to communicate. It is defined on a more abstract level than protocols
that allow communication and adds semantic layer to the data that is being exchanged,
encouraging “meaningful” conversations to take place. Semantic description of both data
and networked M2M machines that exchange it is the first step to establishing machine
autonomy and collaboration, although human level of thinking and understanding of
exchanged knowledge will not be achieved for years to come. Standardization in M2M
systems has started in this area as well [42], and it will be interesting to see how connected
M2M machines, despite the fact that many of them are constrained by their processor
and memory capabilities, will be able to “talk” and understand each other.
Further insight into the importance of information sharing is provided by Metcalfe’s

Law, which describes the potential value of a network. It states that as the number of
nodes in a network (n) increases linearly, the potential “value” or “effectiveness” (v) of
the network increases nonlinearly as the square number of nodes [40] (Figure 4). The
source of potential network value is a function of the interactions between the nodes. For
every n = N nodes in a network, there are N − 1 potential interactions between them.
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Figure 4. Metcalfe’s law

Therefore, the potential value of the network is: v = N × (N − 1) = N2 −N . For large
N , the potential value scales with v = N2.

Therefore, more nodes mean more information that can be used to achieve set goals.
The NCO paradigm was devised in the first place to allow human users to extract qualita-
tive information from the networked environment for better decision making. Situation is
the same if M2M devices are the decision makers: network-centricity implies the necessity
for better information connectivity between M2M network nodes in such an environment.
There are numerous approaches for implementation of a decentralized information dissem-
ination system, and some suggestions are going to be proposed in the following chapters
of this paper.

Self-synchronization. Self-synchronization is the notion that highly complex groups,
with accurate detailed information available at all levels, organize naturally (and opti-
mally) from the bottom-up [43]. The term self-synchronization proposed in the network-
centric literature is closely related to the more general term of self-organization which
describes the class of processes that occur in a variety of different systems, and are all
characterized by the bottom-up arising order through local interactions between the com-
ponents of the system. Such an organizational principle is inherent in many aspects of
human societies or numerous animal groups (e.g., ant colonies, swarms, flocks of birds),
and can also be achieved in M2M systems. Then it creates new operational capabilities
(machines are able to make decisions based on information gathered through sensors, from
other machines, from databases, etc.) through autonomous cooperation of machines and
allows better decision making.

Decision making. Finally, the last important aspect of NCO, and the desired con-
sequence of all mentioned features, is the smart decision making. It implies that a node
in a networked environment has access to underlying information and that it uses it for
conducting both regular or out of the ordinary work activities. Human societies are ac-
customed to hierarchical organization and highly-centralized top-down commands. NCO
changes that notion and pushes shared situational awareness to the edge of the network.
This disrupts traditional practices in top-down command and control environments, es-
pecially military [44], which is in fact one of the pioneers of NCO research. Firstly,
information non-attribution reverses the assumption that commands are issued from an
individual entity to a particular individual entity: they are issued to a pool with rather
undefined responsibilities. Secondly, as a consequence of such decentralization, decision
making is migrating to the edges of a network, giving access to information of quality
and quantity that is potentially equal to or better than that available at the centre. US
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Army’s restructuring into smaller units, such as formation of Stryker brigades [45], is on
evidence that even strict hierarchical human organizations have started to accept benefits
of such an approach. Decentralization can also be applied in M2M environment, nev-
ertheless ETSI and 3GPP either so far prefer architectures with servers who act as the
central points of control over the group of connected machines. Such an approach will
allow machines to enrich their capabilities and achieve full utilization of the information
available in the system. One of the main prerequisites for accomplishing this is an imple-
mentation of a robust information grid within the M2M system that fosters cooperation
and allows sharing of structured data, information, and knowledge.

5. Case Study: Network-Centric M2M Scenarios. This chapter brings forward the
analysis of integration of network-centric ideas into two possible M2M scenarios.
Healthcare M2M systems will be according to projections in [1] one of the main market

drivers of the global M2M growth in the following years. Healthcare is an information rich
and knowledge intensive environment, and in order to treat and diagnose even a simple
condition, a physician must combine many varied data elements and information [46].
The analysis of the first scenario presumes that the architectural framework of the

observed M2M e-Health scenario is largely based on the ETSI Remote Patient Monitoring
model drafted in [17], with the inclusion of 3GPP cellular network as its underlying
network access and core solution. Such a system includes remote patient monitoring
M2M Devices connected via a Home Hub which acts as an M2M Gateway to the clinical
side. Patient device gathers patient measurements, which may be communicated each
time device gathers data, accumulated measurements may be communicated periodically
(e.g., hourly or daily), or data may be delivered upon request or upon certain events.
Clinical side involves care coordinator M2M services that monitor received patient data
(M2M Server), and if measurements indicate that there has been a change in the patient’s
health status, or fall outside of a predetermined range, they alert clinician personnel
(physician, nurse, etc.). This study for the more complete e-Health picture also involves
some other healthcare stakeholders that are not crucial for the remote monitoring case,
such as pharmacy and healthcare insurance (Figure 5).
Presently, many existing M2M e-Health initiatives represent distinctive and loosely

connected entities whose operation is still largely platform-centric, that is, concentrates
on the operations of a single subsystem (platform) with too little regard for the operational

Figure 5. M2M-NCO e-Health scenario
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interaction among different subsystems. The basic service of remote patient monitoring
with remote M2M Devices and a central M2M Server is set up properly, so there is no
need to change such an architectural decision. However, the inclusion of network-centric
operations could improve analyzed scenario, stimulate better cooperation between various
actors in such an environment (e.g., M2M remote monitoring devices, M2M Gateways,
databases that maintain local measurement records), and include new types of services
(e.g., automatically order new batch of medicines from pharmacy when current reserves
become exhausted) without the need for an inclusion of a server side.

Second analyzed scenario involves a rather plausible system of M2M Devices equipped
with various sensors scattered on a farming field. They could be used for measuring various
farming relevant parameters such as soil temperature, moisture, chemical composition of
the soil, and reporting it to the M2M coordinator service (M2M Server). One of the
main prerequisites in such a system is the simplicity of its M2M end-devices, especially
in the context of energy efficiency. Obviously, devices that would be put in soil should
not be too big in dimensions, and they would need to be able to operate for a reasonable
amount of time. Switching batteries is almost not applicable in this situation, and sensor
capabilities that are the basis of a solution already consume an important part of available
energy. The communication segment should be carefully designed: M2M Devices that are
scattered on a possibly large field need to be able to establish a communication to server,
gateway and each other. Solutions such as satellite or mobile cellular networks that offer
large coverage are a possibility, but one has to take into account the energy cost. Also,
fields can be located on remote and hardly accessible terrains with poor communication
infrastructure that could have problems in supporting a very large number of end-devices.
Nearby M2M Gateways would like in the previous scenario serve as proxies to the server
side, and could be equipped with such communication technologies because they are not
constrained as the end-devices. Next possibility is usage of Personal Area Network (PAN)
ZigBee M2M modules. Such a solution is cheaper in the context of battery consumption
than the latter proposals, especially when taking into account possibly large number of
connected M2M end-devices. ZigBee offers a rather small coverage area, but end-devices
can establish a mesh network between them that would support local interactions and
eventually a connection to gateway, while gateway would be responsible for establishing
the connection to the M2M Server (Figure 6). Each M2M Device is able to connect
directly to its neighbors (full line), and indirectly to all other nodes (broken line). Each
end-device serves as a relay for all other end-devices.

Farm field M2M scenario is very similar to the e-Health scenario described above.
However, there are several important differences, apart from the fact that they are tied to
different application domains. Cooperation between end-devices without the intermediary
is because of the nature of used technology a necessity even for simple operations such
as an exchange of data (e.g., between source and destination M2M Devices highlighted
in Figure 6). This scenario is based on an ETSI proposed M2M Area Network template,
and is still in accordance with its proposed architecture described earlier in the paper.
However, it also offers a very good insight into the limitations of current ETSI and 3GPP
standards: if observed sensors are replaced with a bit more complex M2M end-devices they
would not fit in the proposed architectural models, i.e., current standardization efforts
would not be able to properly explain and analyze them. It is important to emphasize
that certain M2M services operate in a dramatically different way. Therefore, apart from
the described M2M e-Health system where a network-centric networking, although not a
completely natural fit, offers enrichment of the current system’s operations, there are also
M2M systems with inherently decentralized organizations that are so far mostly ignored
by the standardization and would benefit even more from the inclusion of NCO ideas.
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Figure 6. M2M farm field scenario

Mentioned platform-centricity has major influence on the access range and sharing of
information stored among (or even within) the existing individual subsystems, and calls
for another approach: implementing a network-centric system that facilitates information
sharing among all participants within the operational space. Such an approach proposes
the creation of an information exchange grid that will allow free flow of information, in
observed cases among healthcare actors or sensors on a large farming field. This approach
pushes critical information and shared situational awareness to nodes that need it to
successfully accomplish tasks, no matter where are they located in the network.
Satisfying “right information to the right place at the right time” concept is not a

trivial task. M2M systems are possibly heterogeneous and dynamic environments that
could greatly benefit from the establishment of a network-centric and collaborative in-
formation management system. There are few important capabilities that such system
should support: universal access to information (from a variety of sources), orchestrated
information bus (that connects all M2M Devices and possibly aggregates, filters, and
prioritizes information delivery), continuous adaptation to changes (to dynamic network
topologies, M2M system membership changes, etc.), and support defined QoS policies
and mechanisms [47].

6. Self-Organization. Self-organization has been a subject of numerous discussions and
research since the time of ancient Greece. Various philosophy schools, and later branches
of natural or social sciences have tried to introduce a precise definition of self-organization.
Intuitively, self-organization refers to the autonomous arrangement of parts of a system
in a non-random way. It is a result of local interactions and internal constraints that are
not influenced or controlled by anything outside the system. As a result of these non-
deterministic and local interactions occurs a phenomena known as emergence. Emergent
phenomena as an externally (outside of a system) observable outcome can appear in the
form of a particular pattern, property or a behavior. Although it can include rather
complex patterns and behaviors, typically it is a result of simple interactions that occur
within a system and without any apparent central control. Self-organizing systems are
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encountered in many application areas, and because of the interesting properties they
demonstrate, today they are a subject of numerous scientific efforts.

6.1. Properties of self-organization. Self-organizing systems are characterized by a
number of mandatory and optional properties that define them [48]. Three mandatory
properties are:

• Global organization: Process of self-organization brings system into relatively stable
state in which it performs its functions. The resulting state can be either static
or stationary. Static case presuming resulting organization positions in a system is
fixed, while in the latter (stationary) case organizational components continuously
change their position, but according to some ordered and stable pattern.

• Dynamic adaptation: Self-organizing systems are capable of dynamically reorganiz-
ing their organization in order to adapt to changes either in their functions or the
conditions they face from the environment.

• Lack of external control: The dynamic reorganization and resulting order mentioned
in the last entry is executed endogenously, i.e., without any external control.

Example of the static global organization is a fixed light bulb which serves its purpose
of bringing light to the room when needed. Typical example of a stationary system are
Benard cells [49] where pattern remains stable as long as the heating and cooling of the
liquid are not altered, so an upward flow of the liquid on one side and a downward stream
on the other side are in balance. Dynamic adaption is very clearly demonstrated in the
example of insect populations that collect food, and behave differently according to the
environmental conditions around them. Before mentioning some of the optional prop-
erties of self-organization, especially those important in the context of network-centric
networking approach, it is important to distinguish its two subtypes: strong and weak
self-organization. Strong self-organization systems’ decisions are distributed among sys-
tem components without any central control loop. Linking this discussion to the previous
chapters, such properties can be achieved in systems that are so far outside of the current
standardization efforts of ETSI and 3GPP, but we feel obliged to warn about their unat-
tended potential. Weak self-organized systems, from an internal point of view, achieve
self-organization as a consequence of a centralized planning and control. Scenario about
M2M sensors distributed on a farm field is a very good fit for the latter. Although certain
aspects of a system, such as its edge (area network of sensors) are decentralized, system as
a whole still involves centralized control in a form of gateway(s) and server(s). Apart from
the mandatory properties that determine if a system is self-organized, there are several
other characteristics that can appear in it and determine its very important properties
[48]:

• Nonlinearity and complex interactions: Self-organizing systems commonly display
complex and nonlinear behavior that cannot be understood by separately examining
its components. Such a nonlinear dynamics enables them to better adapt to a larger
range of environmental conditions, and even a small fluctuation can cause a signifi-
cantly different final result. Nonlinear systems’ behavior can be achieved by adding
up the nonlinear behaviors of the individual components of the system. An example
of numerous water pipes flowing water into an irrigation bin is a good visualization.
Each of them is characterized by a nonlinear behavior, which ultimately results that
the overall flow of the system also exhibits nonlinear properties.

• Decentralized control: This property has already been discussed in the context of
weak and strong self-organization. To summarize, in weak systems self-organization
is a product of central control, while in the strong ones control is distributed over
the whole system.
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• Simple behaviors and local interactions: This property is one of the main reasons
why self-organized systems are getting so much attention. It means that system
components with simple behaviors, local interactions, and limited perception abilities
(components do not have global view of the system, but rather local view with several
of its neighbors) are able to achieve significantly more complex results. For example,
molecule in the mentioned Benard example influences only several of its neighboring
molecules it collides with.

• Robustness, resilience: Self-organizing systems consisting of large number of compo-
nents can be robust, i.e., immune to errors or perturbations from the environment. If
one ant is removed from the colony, the result of harvesting food will nevertheless be
the same. Reason for robustness is a redundancy inherent in such systems, because
the remaining components of the system cover for the ones that failed.

• Emergent properties: The emergent outcome of the system self-organizing processes
can be a structure, pattern, behavior, or some other system properties that cannot
be reduced to its basic elements. In the Benard example, resulting cells are created
as a result of a direction of molecules’ rotation. This emergent property cannot be
observed in independent molecules.

6.2. Self-organization in biological systems. The focus of this paper are certain
self-organizing principles observed in natural systems, particularly biological systems.
Natural systems are dictated by nature in contrast to business and economic systems
which are governed by business and market laws, and can be broadly divided into physical
systems, biological systems, and social systems [48]. Research field that investigates
models and methods inspired by nature is usually termed as natural computing. This
highly interdisciplinary field connects biology and computing science, especially in terms
of information processing.
The study of self-organizing systems has been initiated in 1953 with the work done by

P. P. Grassé [50]. He studied insect societies and found out they achieve order without
any central point of control. Self-organizing properties have over time been observed in
many natural systems, from insect colonies to flocks of birds and schools of fish, and they
have inspired solutions to many practical problems. S. Camazine et al. in [51] provide
many outstanding examples of such self-organization in biological systems. Foraging ants
[52] that explore their environment and seek food can be used to find the shortest possible
path given the environmental constraints. Swarms find their appliance in fixed and mo-
bile networks systems management [53], routing and load balancing [54], or security [55].
Self-organization in Peer-to-Peer (P2P) and Mobile ad hoc Network (MANET) including
gossip-based overlay topology management [56] or decentralized techniques for routing,
updates, and identity management are proposed in [57]. Network coordination problems
have been solved using techniques inspired by swarm-based models [58] or mimicking in-
sect foraging behavior [59]. Self-organizing sensor networks are used in numerous civil and
military applications, and recent research in this area focuses on routing, synchronization,
and power conservation [60] or decentralized collaborative detection of events [61]. There
are numerous other areas and applications that have been the subject of self-organization
themed research, so for more examples consult the associated references section.

6.3. Gossip. Insect social behavior and its self-organizing properties have inspired many
research activities in various scientific areas. Some examples were given in the previous
section. Human social interactions are also observed in the context of natural systems they
belong to. People can be part of incredibly complicated social structures, many of which
demonstrate self-organizing properties. Apart from the vertebrate neural and immures
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systems, human social interactions have attracted much interest of the scientific commu-
nity and have inspired various practical applications. Social networks have been a subject
of an intensive sociological research for decades, and until only recently have linked up
with mathematical and computational studies. Although initially not expected, research
confirmed that networks which were a result of social interactions, although largely self-
organizing, are not random graphs. Experiments inspired by the popular Erdős number
(the number of collaborative links through scientific publications needed to connect to
famous mathematician Paul Erdős) suggested that only six links were needed to connect
almost everyone in the world [62]. Networks that describe human social interactions share
distinct class of mathematical properties which positions them between random graphs
and fully ordered networks. They have become known as the small-world networks and
have inspired first important area of research based on human social interactions [63].

Simple interactions between humans known as gossip have inspired the second impor-
tant research area based on human social behavior. Gossip is characterized by its high
speed: information spreads very quickly, analogous to an epidemic infection. The differ-
ence in the latter case is that viruses play the role of disseminated information, but the
underlying mechanics is the same. So, it is not uncommon when describing properties of
a gossip protocol to accept and use epidemiologic terminology. More details on human
gossip can be found in [64]. The use of epidemic (gossip) algorithms has been explored in
applications such as information dissemination among a large number of nodes [65], failure
detection [66], resource discovery and monitoring [67], data aggregation [68], and database
replication [69]. The latter scenario represents the first practical application of gossip, and
has introduced several basic variants of gossip-based information dissemination models.

In the context of this paper, our interest lies in studying various information dissemina-
tion techniques that can be implemented in computer and communication systems, their
properties, advantages and disadvantages, and the possibility of using such protocols in
the implementation of a network-centric networking in a decentralized environment.

Information dissemination. Distributed systems today are large-scaled and highly
dynamic in nature [70]. The traditional client-server model is not an adequate solution to
connect large number of nodes, enable information exchange between them, and handle
failures or dynamic memberships in the system. The problem of reliability and scalability
that occurs has to be tackled with radically different organization: P2P computing model.
Each node there can potentially assume the role of either a client or a server. Scalability
is achieved because the load is balanced between all nodes in the network, which prevents
the occurrence of central point of failure and bottleneck. The problem of implementing
information exchange on an application level is not straightforward, and in the context of
M2M systems that are currently being standardized represents an active area of research.

Epidemic dissemination protocols are simple, scalable, and easy to deploy. Based on
the same ideas as the spread of disease on a population, these protocols also show similar
properties. Just the way epidemics shows resilience in case of failures (some infect people
to die before they are able to spread a disease), epidemic protocols are also able to
overcome link/node failures. Their scalability is based on the fact that there is not a single
point of failure. In case of a node/link failure, other nodes will still be able to spread
information through different routes. Each node in a system typically communicates only
with its neighboring nodes because it lacks the global picture of the system. Complete view
of all nodes in a system is not a realistic assumption in a large-scale network, especially
in ad hoc networks which feature many joining and departures. Also, maintaining an
up-to-date membership view without the irregularities is almost impossible, and brings
unnecessary message overload in the network. However, some earlier implementations of
epidemic protocols featured such an approach [69].
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Figure 7. SI gossip model (anti-entropy)

Two basic epidemic protocol variants known in the literature are the SI and SIR model.
According to the terminology of epidemiology, each node can be in one of the following
states [48]:

• Susceptible (S): The node is not yet infected, i.e., it does not know the update;
• Infected (I): The node knows the update and is trying to infect others around him,
i.e., spread the update to other nodes;

• Removed (R): The node has developed immunity or died, i.e., it is no longer spreading
the information.

The first, SI model (also called anti-entropy), includes only two possible states. Node
is either susceptible or infected, and behaves accordingly. Spreading of information to
its neighbors is happening according to the prototype showed in Figure 7. Node spreads
information once in each ∆ time units. This period is called a gossip cycle. It chooses
a random node p out of the set of all available nodes. Next important choice is the
selection of push or pull parameter. At least one of them has to be true, so the available
combinations are push, pull, or push-pull gossip. In push gossip, susceptible nodes are
passive, while in the two remaining cases each node is active. All the three variants
eventually infect the entire network, but offer different performance while doing so. The
push-pull model works faster than the other two variants.
A bit more complex model, the SIR epidemics model, was developed to cope with some

of the problems encountered by the SI. Anti-entropy ignores one very important aspect
of such systems: termination. SI push protocols never terminate, while pull have the
ability to do so, but need to know the list of all available updates in advance which is
rarely known in practice. Therefore, a more advanced epidemic model that solves this
problem was developed. Algorithm showed on Figure 8. is very similar to the one of
SI model. Major difference is the onFeedback procedure that allows a transition to the
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Figure 8. SIR gossip model (rumor mongering)

removed state with the probability of 1/k, where k stands for average number of times a
node sends update to his peer that already has it. This mechanism, also called “rumor
mongering”, is based on “hot rumors”. It means when a node receives a new update it
is considered “hot”, so it tries to send it to all nodes in his peer list. However, when
his peer informs it that it already possesses this update, the sender switches its state to
R with the mentioned probability. This behavior causes a rather important implication:
depending on how fast the system converges to inactive state (all nodes are R), there is an
explicit probability that the complete dissemination of information will not be achieved.
In other words, rumor mongering does not assure that the sent updates will be received
by all its intended destinations. For more details on SI and SIR epidemic models consult
accompanied literature [48,69].

Based on the brief analysis, it is safely to assume that an actual distributed system
information is spread using rumor mongering, but the occasional run of anti-entropy
is necessary to take care of possible undelivered updates. In chapter 5, we discussed
two M2M scenarios and analyzed their compatibility with the network-centric approach.
The second one involves a possible farm field implementation and features decentralized
network of M2M devices with sensors scattered on a possibly large area. The use of low-
coverage technology such as ZigBee encourages the usage of self-organizing mechanisms for
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information dissemination. Source node highlighted in the figure cannot send information
to the highlighted destination directly as it does not possess the necessary technology to
do so. It has an ability to send information to its neighboring nodes, and then rely on
the fact that they will do the same. Obviously, self-organizing methods such as gossip
(epidemic) protocols are almost a natural fit for these occasions. They offer a robust and
scalable way of propagating information in distributed systems, and based on the brief
overview of their basic features, are a compatible solution for implementing “information
grid” of desired properties (universal access to information, information bus that connects
all M2M devices, ability to continuously adapt to changes (dynamic network topologies,
membership changes, etc.)) as proposed by the network-centric operations.
Applying gossip information dissemination in distributed systems. Epidemic

algorithms have been studied theoretically because they are based on sound mathematical
foundations [70]. There are several non-trivial issues that have to be carefully analyzed
(e.g., analysis in [71] discovers that gossip’s robustness crucially depends on a handful of
assumptions that are often left unspoken) and resolved before epidemic algorithms can
be applied in a practical distributed environment [72].
Every node in a network is a potential relay in a dissemination process and has a buffer

of capacity b, sends messages limited number of times t to a randomly selected set of
nodes of size f (fanout). Probabilistic guarantees of message delivery are directly related
to the value of dissemination parameters, and epidemic algorithms in this sense display
bimodal behavior: there is a clear threshold in the value of these parameters and the
high probability of a reliable delivery. The reliability of message delivery is achieved with
redundancy and randomization in order to bypass potential node and link failures. When
implementing epidemic information dissemination in a practical setting, there are several
important design constraints that need to be taken into account, and several important
assumptions about the environment in which the protocols operate:

• Membership: The goal of the membership issue is to define how a node chooses
nodes it knows, and then sends them information that is being disseminated. This
has impact on the performance of the information dissemination process. The origi-
nal ideas discussed in [69] assumed that every node in a network knows every other
node. There are two important constraints for such an assumption. Firstly, mem-
bership information grows as the network grows. Secondly, maintaining consistent
membership information about every node in a network imposes an extra network
load, especially in dynamic environments (e.g., P2P networks). Therefore, because
of the scalability requirements, each network node in a network in a practical exam-
ple typically has only partial view of the network. The tradeoff between small and
large views is also a tradeoff between scalability and reliability. Small views scale
better, while large views reduce the chance that node becomes isolated.

• Network awareness: So far, discussions regarding epidemic algorithms assumed that
all nodes are equally reachable, i.e., did not take into account the underlying network
topology. In practice, such ignorance can be very costly: it is not an unlikely scenario
where information is disseminated from one node to a very close node via a third
remote node. Most solutions proposed to address this issue are based on hierarchical
organizations which mimic the network topology [73] or use an administration system
aware of the actual hierarchy [67].

• Buffer management: Simple epidemic protocol is based on the following sequence
off steps: a node receives an update message and stores it in a buffer of capacity b,
forwards that message a limited number of times t, each time to a randomly selected
set of nodes of size f . Buffer’s role is to ensure that every message is stored long
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enough to enable it being sent a sufficient number of times to achieve an acceptable
reliability of information dissemination. Strategies on what to do when the buffer
is full: nodes in a conservative strategy simply reject and drop new messages, while
a dynamic strategy drops old messages (those that have been forwarded a sufficient
number of times) according to certain criteria. The goal of these strategies is to
ensure memory usage optimization and/or resource scalability, while maintaining an
acceptable reliability. An example is a strategy which classifies messages according
to their age, i.e., the number of times a message has been sent to another node.
When a buffer is full, instead of dropping a new message, node chooses to drop
the oldest one. Similar result can be achieved using application semantics [74] that
defines an obsolescence relation: message m1 makes message m2 obsolete in a sense
a node that receives m1 does not need m2 anymore. This approach can be combined
with the age-based priority.

• Message filtering: So far, all discussions assumed that every node in a network
is equally interested to receive all messages. However, nodes could be partitioned
into distinct groups according to their interest, and messages disseminated accord-
ingly. Epidemic dissemination scheme can be enhanced with filtering capabilities
that switch randomized neighbor selection scheme with a heuristic to privilege only
interested nodes. The goal is to increase probability that a node receives a message
only it is interested in. Non-randomized solutions take into account node’s interests
and dynamically evaluate exchanged messages based on their contents. The design
of such a filtering mechanism is not a trivial problem. Providing knowledge on node’s
interest in a decentralized manner is a first major issue. Secondly, even when a node
knows that a certain message is not interesting to its neighboring node, there is still
a genuine possibility that this node might be critical in reaching message’s intended
destination. Obviously, making nodes communicate only with nodes of the same
interest is hard, because nodes only know subsets of the other nodes in the network.
In addition, achieving network awareness together with message filtering is even a
more complex problem. Approach presented in [75] arranges nodes in a form of a
hierarchy according to their geographical distances, while their interests are grouped
at each level of hierarchy at the same time, and achieves very good performance.

7. Conclusion. M2M systems due to their diversity still faced with management and
coordination challenges. NCO as an information management concept is a way of max-
imizing the value of M2M solutions, moving from centralized to decentralized control
and reaching the maximum utilization of available information. It is shown that M2M
environment is capable of implementing key features of such an approach. Apart from
the described M2M e-Health system where a network-centric networking, although not a
completely natural fit, offers enrichment of the current system’s operations, there are also
M2M systems with inherently decentralized organizations that are so far mostly ignored by
the standardization efforts and would benefit even more from the inclusion of NCO ideas.
Implementing such an approach proposes the development of an interconnected, robust
and dynamic information grid within the M2M system network infrastructure that will
increase shared situational awareness and allow self-synchronization of connected smart
devices. As it was discussed in the paper, natural self-organizing systems offer a viable
solution: gossip (epidemic) protocols. They have already been implemented in various
distributed systems and display many desired properties. However, there are several non-
trivial issues that have to be carefully analyzed before initiating their customization for
specific practical purposes.
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Future work, according to the presented material, offers many possibilities. Further
research on the topic of information dissemination, customization of gossip protocols that
would be able to take advantage of the specific properties of M2M applications, or the
development of semantic support for information exchange and social interactions between
M2M machines are just few of the many available options.
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