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Abstract. Performance forecast in Singapore Real Estate Investment Trusts (S-REITs)
is characterized by small sample and nonlinearity. And simultaneous analysis of com-
monly used performance variables is very important in practice, but few in research. To
tackle it, we combined vector auto-regression model-AR(1) with support vector machine.
The hybrid least square support vector regression with direct research was designed to
make estimation. Then our model was explored to historical data of 22 S-REITs over
the different sample ranges to forecast 5 performance variables including dividend per
unit, return on equity, market to book value, gross revenue by asset under management
and dividend yield. Prediction Error of the Last Year, Mean Percentage Error and Stan-
dard Deviation of Prediction Error were utilized to measure prediction accuracy and have
validated the feasibility of the proposed method. Further BP Neural Network (BPNN) and
Exponential Moving Average (EMA) were chosen to make comparative analysis. Results
show that: (1) Performance forecast of S-REITs by new method owns virtues of simple
operation and high precision even though the sample size is really small just as only 3, 5
or 7-year data or less; (2) The prediction accuracy of different sectors differs, and using
5 performance variables simultaneously gave us a comprehensive understanding at small
computational cost; (3) It is also verified that our method is better than BPNN and EMA
due to its feasibility of processing small sample and nonlinearities.
Keywords: Performance forecast, Singapore Real Estate Investment Trusts, Small sam-
ple and nonlinearity, Support vector machine, Vector auto-regression

1. Introduction. Real Estate Investment Trusts (REITs) is designed to provide a real
estate investment structure similar to the mutual funds in stocks. It is an important
tool for the securitization of real estate market. As a recognized financial instrument
and an investment channel, it is becoming the focus of capital markets to develop the
real estate markets deeply and release liquidity for countries. And Singapore Real Estate
Investment Trusts (S-REITs) is the second largest REITs market in Asia. It is very
representative to provide practical reference value for REITs’ design and operation in
emerging regions such as China. Monetary Authority of Singapore (MAS) enacted tax
transparency measures for REITs in 2001. Firms must obey the compulsory delivery of
minimum 90% dividend, and the dividends to investors are tax-free. Dividend is only one
index to measure the S-REITs’ performance. However, S-REITs’ performance is a direct,
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but informative assessment, which can be measured from diverse angles. Comprehensive
knowledge about the trend of S-REITs’ performance could assist retail or institutional
investors making profitable portfolio strategy with little cost in advance. Operators and
managers in company could acquire useful tips of management or running problems of
REITs. It is also necessary for policymakers to grasp the dynamic progress and extract
auxiliary decision information for S-REITs’ health development [28].

Along with rapid change of global economic nowadays, the S-REITs’ performance fore-
cast has new issues with many properties and less sample size objectively. Compared
with the long history in the United States and Australia, Singapore’s first REITs listed in
July 2002. S-REITs has significant development only during the recent decades in Asia.
Therefore, to the present its relative sample range is very small in company level. Many
variables could be used to depict it, which also brings pressure in forecasting. Further
firm performance affected by complicated internal and external factors does not display
a simple linear relationship in time series. Obviously S-REITs’ performance forecast is
an important and specific problem with characteristic of small sample and complicated
nonlinearity [13,14]. Traditional linear forecasting models cannot go through with current
data collection. New methods should be explored to ensure credible performance forecast
results.

Predictive ability of time series VAR(1, k) with fewer variables has been recognized
by researchers in many fields. SVM has a unique advantage of small samples and be-
ing nonlinear in data mining. The organic combination of both is an exciting attempt.
This paper aims to combine the first-order vector auto-regression models VAR(1, k) and
Support Vector Machine (SVM) to tackle the small sample and complicated nonlinearity
of performance forecast in S-REITs. It can also predict multiple performance variables
of S-REITs simultaneously. Firstly, VAR(1, k) are introduced briefly. The principle of
SVM is also explained by figures and formulas. And a novel forecast model will be estab-
lished with Radial Basis Function (RBF) and Gaussian kernel function as the nonlinear
relationship. Secondly, the hybrid least square support vector regression with direct re-
search (LS-SVR-DS) is designed to make estimation of key parameters in the new model.
Then, 5 variables including Dividend Per Unit (DPU), Return On Equity (ROE), Market
Value to Book Value (MVBV), Gross Revenue by Asset Under Management (GR AUM)
and Dividend Yield (DY) are selected as firm performance. Our new model is explored
to historical data of 22 S-REITs over the 11-year sample period (2002-2013) covering
more than 70% of the REITs in Singapore. In order to manifest effectiveness the indices
of the prediction accuracy (Prediction Error of the Last Year, Mean Percentage Error
and Standard Deviation of Prediction Error) are computed and compared subsequently.
Meanwhile, since the commonly used linear regression forecast model cannot play a good
role, we choose BP Neural Network (BPNN) and the Exponential Moving Average (EMA)
as reference to prove the reliability of our method. Finally, several important conclusions
are derived.

We highlight and sum up the main properties and contributions of our paper as follows.
(1) A novel combination method was designed, which made mutual complementation of

both traditional forecast model (VAR(1, k)) and statistic learning theory (SVM), to tackle
the nonlinearity (nonlinear kernel functions) and data characteristics of small samples
when making prediction. In the novel model kernel functions such as Gaussian kernel
function or k layers perception kernel function could be chosen to describe the nonlinear
relationship. The hybrid LS-SVR-DS was designed to make estimation of key parameters
in the new model above and show virtues of simple operation, fast convergence speed and
high precision, which was manifested in our empirical part.
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(2) It is an important problem from the company level to make performance predic-
tion of SREITs. Data from the company level are quite small and limited, which bring
difficulty in prediction accuracy. Instead of treating all the REITs in sample range as ho-
mogeneous data point, this paper made regression of performance of each REIT with the
lagged values and established a specific forecast model by the suggested method, which is
likely to be more close to realistic conditions of REITs. On basis of seizing characteristics
of individual REIT effective performance forecast is meaningful to enhance the Singa-
porean competitiveness as a regional center of REITs and feasible to ensure the healthy
development of S-REITs through high effective improvement of investment restrictions,
management structure, dividend policies [9] and so on.

(3) DPU, ROE, MVBV, GR AUM and DY are crucial financial indicators in decision
making about the portfolio investment. They together reflected the company’s market
value and investment potential from different angles. And they also provide comprehensive
financial information to understand the operational efficiency and future growth trends
for investors and shareholders. To forecast the performance with DPU, ROE, MVBV,
GR AUM and DY systematically is also one advantage of the new model. After our
suggested model was explored to relative historical data of 22 Singapore REITs over the
11-year sample period (2002-2013), results have shown that our method was tested to be
good at the 5 variables’ forecasting at small computational cost.

(4) Comparative analysis has validated the feasibility of the proposed method. BP
Neural Network (BPNN) and Exponential Moving Average (EMA) are popular time-
series forecasting methods. They were chosen as reference and comparing models. 3
indices – Prediction Error of the Last Year (eT ), Mean Percentage Error (mpe) and
Standard Deviation of Prediction Error (sde) were taken as 5 variables’ performance
accordance measure of each S-REIT. Calculation results validate the superiority of the
proposed method. The comparison has also been used to increase the significance of the
presented results here.

2. Related Work. In this section, we review three lines of research work that are related
to our work, and discuss the novelty of our work from them.

2.1. Performance forecast of S-REITs. Literature is very fruitful on performance
such as corporate governance [28], corporate shareholder revenue [8], returns and risk fac-
tors or characteristics [2,8], capital structure [24], and dividend taxes [12]. These achieve-
ments give us the following enlightenment.

(1) Most articles consider only one main indicator, and do not use more than one index
to comprehensively reflect corporate performance of S-REITs. There are many methods
to measure firm performance such as using stock return and Tobin’s Q [17], absolute
and relative stock performance to measure market performance [12,14], which are mostly
market-based. The accounting measures, unlike stock performances, tend to be better
performance measures as they are less influenced by external factors [35]. We choose five

Table 1. 5 performance variables in S-REITs

Name Code Definition

Dividend Per Unit DPU Distribution Per Unit or Per Staple Security
in SGD

Return On Equity ROE Measuring profitability of REIT
Market Value to Book Value MVBV Measuring market perception on REITs
Scaled Gross Revenue GR AUM Scale Gross Revenue (GR) by AUM
Dividend Yield DY Ratio of dividend per share and price per share
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accounting-based performance measures comprehensively (DPU, ROE, MVBV, GR AUM
and DY) of S-REITs (shown in Table 1).

(2) REITs market is a complex, non-linear dynamical system. Its performance fore-
casting is characterized by data intensity, noise, non-stationary, unstructured nature, high
degree of uncertainty, and hidden relationships. Many factors interact in S-REITs includ-
ing political events, general economic conditions, and traders’ expectations. Therefore,
predicting performance movements is quite difficult. The paper focuses on firm perfor-
mance of REITs listed on Singapore Exchange market (SGX). According to academic
investigations and the following reasons in data collection, we consider that movements in
S-REITs behave in a highly non-linear, dynamic manner and it is a small sample problem.

1) Each S-REITs firm has their own characteristics. We cannot treat them as the same
sample points or with the same time interval. For example, corresponding sectors, cor-
porate governance structure and operation mode of REITs are extinguished significantly.
Just a piled-up time series is unreasonable to enlarge sample size to make estimation.
However, there is a small sample when we concentrate on an individual firm.

2) S-REITs have been in different development stages and begun to develop formally
since the late 1990s. The first listed REIT is dated from 2002, which happened also very
late in some other Asian countries. As we can see, IPO years are different among S-
REITs from 2002 to 2010. For example, Capita Mall Trust stepped to IPO in 2002 but
Lippo Malls Indo Retail Trust in 2010, which is an unbalanced panel sample dataset. It
is impossible to a same time interval for all the REITs, so a targeted forecast model on
the basis of an individual firm is absolutely necessary.

3) As to January 2014, there are totally 31 REITs and stapled securities listed on SGX
(excluding 5 existing business trusts). Among them 6 REITs went IPO in 2013 or 2014
and their financial or annual reports were not given out so that they cannot be chosen as
research objectives1. We acquired 22 REITs, which covers more than 70% of the REITs
in Singapore (see in Table 2).

(3) Research on tools of S-REITs performance forecast is very little, especially on its
particular small sample characteristics and non-linear nature, which is due to its short
time series available of company level data. VAR(1, k) own good performance especially in
fields of forecasting (discussed in Sections 2.2 and 3.1) and the classic statistical learning
of SVM has advantages on dealing with small sample and nonlinear data patterns in prior
literature (discussed in Sections 2.3 and 3.2). This paper aims to combine VAR(1, k) with
SVM together.

2.2. Literature analysis of VAR. VAR models, firstly introduced by Christopher Sims
in 1980, present good performance especially in fields of forecasting. Compared to struc-
tural models in classic econometrics (such as simultaneous equation models), VAR models
are unstructured. It is primarily through actual data rather than economic theory to re-
veal the dynamic structure of economic system [16], so information originated from data
sets determines the success of modeling. Further, VAR models, including VAR(1, k), are
often limited by following conditions of data sets. (1) Take stationary time series and
volumes of data as the premise. (2) The model specification is often traditional linear
relationship or convertible linear relationships. (3) OLS is mainly the estimation method.
Therefore, due to the existence of the non-stationary data or non-linear time series data
with small sample in practice, original models could not show its universality.

16 newly listed REITs and their IPO year: APLETREE GREATER CHINA COMMERCIAL TRUST
(2013), OUE HOSPITALITY TRUST (2013), SOILBUILD BUS.SPACE REIT (2013), SPH REIT (2013),
VIVA INDUSTRIAL TRUST (2013), OUE COMMERCIAL TRUST (2014).



S-REITS’ PERFORMANCE FORECAST 19

Table 2. Data time range of detailed sample list of 22 REITs

No. Name of REIT Code Data range Years IPO year Sector

1 AIMS AMP CAP.INDL.REIT AIMS A 2008-2013 6 2007 Industrial

2 ASCENDAS HOSPITALITY TST. ASCD H 2013 1 2012 Hospitality

3 ASCENDAS REAL ESTATE IT. ASCD 2003-2013 11 2002 Industrial/Mixed

4 ASCOTT RESIDENCE TRUST ASCT R 2006-2012 7 2006 Service Residence

5 CACHE LOGISTICS TRUST CACH L 2010-2012 3 2010 Industrial

6 CAMBRIDGE INDL.TRUST CAMB L 2006-2012 6 2006 Industrial

7 CAPITACOMMERCIAL TRUST CCT 2004-2012 8 2004 Commercial

8 CAPITAMALL TRUST CMT 2002-2012 10 2002 Commercial

9 CAPITARETAIL CHINA TRUST CRCT 2007-2012 5 2006 Commercial

10 CDL HOSPITALITY TRUST CDL H 2006-2012 7 2006 Hospitality

11 FAR EAST HOSPITALITY TRUST FAR H 2013 1 2012 Hospitality

12 FIRST REIT FIRST 2007-2012 5 2006 Healthcare

13 FORTUNE RLST.INV.TST. FORT 2003-2012 9 2003 Commercial

14 FRASERS CENTREPOINT TST. FRAS CE 2007-2012 6 2006 Commercial

15 K-REIT ASIA KREIT 2006-2012 7 2006 Commercial

16 LIPPO MALLS INDO.RET. TST. LIPO R 2008-2012 5 2007 Commercial

17 MAPLETREE INDUSTIAL TST. MAPT I 2010-2012 3 2010 Industrial

18 MAPLETREE LOGIST.TRUST MAPT L 2006-2013 8 2005 Industrial

19 PARKWAY LIFE REIT.TST. PAKW 2007-2012 5 2007 Healthcare

20 SABANA SHARI’AH CMN. RLST.IT. SABA 2011-2012 2 2010 Industrial

21 STARHILL GLOBAL REIT STAR 2005-2012 8 2005 Commercial

22 SUNTEC RLST.IT SUNT 2006-2012 7 2004 Commercial

Under the frame of large sample and linearity, VAR(1, k) have been expanded widely
in recent years. Structural VAR was proposed to explain variables contemporaneous rela-
tionship in the random error term [23]; Exogenous variables are incorporated by Corrected
VAR to explain complex economic problems. To tackle lots of non-stationary economic
variables, concepts about cointegration were also introduced to get the Vector Error Cor-
rection Model and Structural Vector Error Correction Model. Bayesian VAR or other error
correction models also play a great role [6,27]. In the aspect of application, VAR(1, k)
and other VAR models are often used to predict time series of interconnected system and
analyze dynamic impact of random disturbance on the variables system to explain the
influence of various shocks. These mainly focus on business cycle [43], monetary policy
[5], economic growth and environmental factors [45], specific market forecast [37] and so
on.

It is found that model specifications above are based on traditional or convertible linear
relationships. There is little attention on some complicated ones that may exist in real
issues [49]. Although the linear modeling is simple and theoretical results are relatively
perfect, Kendall pointed out that it seems more reasonable to use “nonlinear” instead of
“linear” when considering the setting of time series model with economic data [18,49]. In
fact, VAR models are mainly applied for economic forecasting, but confront the obstacle
of methodology in other fields about the economic structure factors analysis, which leads
to nonlinearity to some extent. In addition, few studies take the data set with small
sample (which means a small information set) into consideration under the framework
of forecasting. [38] points that using a small information set may imply that the VAR
is mis-specified and may produce erroneous results such as the ‘price puzzle’ discovered
by [44]. In addition, another problem is that sample size is very small or does not meet
requirements of classic econometrics. For example, typically Corrected VAR are fitted
to low frequency data on time intervals of daily, monthly or yearly data [38]; model
estimation cannot be achieved by OLS when there are only 5 or much less numerical
values in time series (T = 3 or 4). Similarly only using traditional VAR(1, k) cannot
perform well in conditions of small sample and unconvertible nonlinearity in the forecast
of realistic economic issues. Thus, we intend to improve VAR by SVM.
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2.3. Literature analysis of SVM. SVM, introduced firstly by Vapnik et al. and a
popularized tool of statistic learning theory, has advantages on dealing with small sample
and nonlinear data patterns [48]. Its diverse kernel function that presents types of linear
and nonlinear relationship could expand specifications of traditional linear models. Its
learning power with “Minimization of Structural Risk” allowed us to predict with not
too many data. Forecasting on the basis of SVM has been extended to many fields.
For example, in the economic forecasting many fruits are shown on financial time series
forecasting [26], credit risk [14] and business default forecasting [19], management fraud
and fake websites [1], warranty claim forecasting [51], customer churn prediction [11] and
so on. Main literature about improved SVM can be roughly divided into classified ability,
the parameter optimization algorithms, feature selection and how to choose the kernel
function and other aspects. Most of mentioned achievements have further proved the
feasibility of SVM on processing complex nonlinear and small samples.

(1) To enhance robustness and accuracy of the classification results by alleviating poten-
tial noise on the input data, robust and multiple output-SVR aroused scholars’ interests.
Pérez-Cruz et al. (2002) proposed multiple output SVR [36] and successfully applied it to
complex biomedical problems, nonlinear channel estimation [42] and remote sensing bio-
physical parameter estimation [47]. Yi et al. (2011) have studied the structure selection for
DAG-SVM based on misclassification cost minimization, which is a big improvement for
multi-class SVM [55]. For Yan et al. (2013), the Fuzzy Support Vector Machines (FSVMs)
were established to solve the over-fitting problems due to the fact that SVM is sensitive
to outliers or noises [53]. Xiong et al. (2014) proposed a multiple-output support vector
regression with a firefly algorithm for interval-valued stock price index forecasting [52].

(2) To date, considering the complex nonlinear mapping, a large number of evolutionary
algorithms such as the Genetic Algorithm (GA), Particle Swarm Optimization (PSO),
Firefly Algorithm (FA) and Gravitational Search Algorithm (GSA) have been employed
to optimize the parameters of SVM.

Wu et al. (2007) showed us a real-valued genetic algorithm to optimize the parameter
SVM for predicting bankruptcy [50]. Huang et al. (2007) pointed that combining GA with
SVM classifier is a promising data mining method, in which the proposed hybrid GA-
SVM strategy can simultaneously perform feature selection task and model parameters
optimization [21]. Pourbasheer et al. (2009) applied SVM to the Quantitative Structure-
Activity Relationship (QSAR) for BK-channel activators, in which they adopted Genetic
Algorithm (GA) to select variables that resulted in the best-fitted for models [39]. Based
on GA and SVM, Li et al. (2011) designed an effective feature selection method for
hyperspectral image classification [30].

Bazi and Melgani (2007) put forward a method that two criteria are empirical and
structural expressions of the generalization capability of the resulting semisupervised
PSO-SVM regression system [4]. Huang and Dun (2008) proposed a novel PSO–SVM
model to improve the classification accuracy with a small and appropriate feature sub-
set [22]. This optimization mechanism combined the discrete PSO with the continuous-
valued PSO to simultaneously optimize the input feature subset selection and the SVM
kernel parameter setting [32]. Lin et al. employed several public datasets to calculate the
classification accuracy rate in order to evaluate the developed PSOSVM approach [31].
Experimental results demonstrate that the classification accuracy rates of the developed
approach surpass those of grid search and many other approaches, and that the devel-
oped PSO-SVM approach has a similar result to GA-SVM. Nieto et al. (2015) described
a hybrid PSO-SVM-based model for the prediction of the remaining useful life of aircraft
engines [33].
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Recently, Kazem et al. (2013) and Xiong et al. (2014) proposed a Firefly Algorithm
(FA)-based approach, built on the established MSVR, for determining the parameters of
MSVR [25,52]. To enhance parameter optimization and feature selection influence. Li et
al. (2015) hybridized chaotic search and gravitational search algorithm (based on the law
of Newtonian gravity) with SVM and present a new chaos embedded GSA-SVM hybrid
system [29].

(3) Kernel functions are important tools to describe the complex nonlinear relationship
between samples in high dimension space. Unsuitably chosen kernel functions or hyperpa-
rameter settings may lead to significantly poor performance. Most researchers use trial-
and-error to choose proper values for the hyperparameters and adopt multiple-kernels to
deal with these problems. Multiple Kernel Learning (MKL) aims at simultaneously learn-
ing a kernel and the associated predictor in supervised learning settings. Rakotomamonjy
et al. (2008) solved a standard SVM optimization problem, where the kernel is defined as
a linear combination of multiple kernels, and proposed a SimpleMKL algorithm to solve
this MKL problem [40]. Szafranski et al. (2010) thought that the SVM’s kernel is chosen
prior to learning and lack of flexibility. Further they used “Composite Kernel Learn-
ing” to address the situation where distinct components give rise to a group structure
among kernels [46]. Yeh et al. (2011) had developed a two-stage multiple-kernel learning
algorithm by incorporating sequential minimal optimization and the gradient projection
method, which was applied to stock price forecasting [54]. Rakotomamonjy and Chanda
(2014) proposed a method to address the problem of scaling l(p)-norm multiple kernel
for large learning tasks using low-rank kernel approximations, which takes advantage of
the low-rank kernel approximations and a proximal gradient algorithm for solving that
optimization problem [41].

As we can conclude, SVM owns advantages of dealing with small sample and nonlinear
data patterns in [7]. These researches enlighten us the SVM models could provide more
accurate estimates than the empirical equations and could tackle the complicated non-
linear relationship [3,10,16]. Therefore, it inspired us that combination of VAR(1, k) and
SVM may be a reasonable attempt in the aspect of more accurate forecasting of S-REITs.
Considering the less data and big computation amount of above algorithms, we would
use “Direct Research Algorithm” to find the optimal parameters and adopt the existing
natural kernels to fit the nonlinearity in our paper.

3. Preliminary. In this section, we review two lines of models that are related to our
new method, and explain why we choose both of them.

3.1. VAR models. As one main aspect of modern time series analysis, VAR(p) with k
variables are shown as

Yt = µ + A1Yt−1 + · · · + ApYt−p + εt t = 1, 2, · · · , T (1)

Yt−1 =


Y1t−i

Y2t−i
...

Ykt−i

 i = 1, 2, · · · , p (2)

Aj =


a11,j a12,j · · · a1k,j

a21,j a22,j · · · a2k,j
...

...
. . .

...
ak1,j ak2,j · · · akk,j

 j = 1, 2, · · · , p (3)

µ = (µ1, · · · , µk)
′ (4)
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εt = (ε1t, ε2t, · · · , εkt)
′ (5)

Yt is a k dimensions endogenous variable vector, p is the lagged difference and T is
the sample size; A1, · · · , Ap are k ∗ k coefficient matrices; εt ∼ N(0, Σ) is a k dimensions
disturbance term vector, in which they can be contemporaneous correlation but not related
to the lag values or variables in the right of the first equation above. Σ is a covariance
matrix of εt and a positive definite matrix.

VAR(1) with k variables is a special case [20] shown as

Yt = µ + A1Yt−1 + εt t = 1, 2, · · · , T (6)

Yt−1 =


Y1t−1

Y2t−1
...

Ykt−1

 (7)

A1 =


a11,1 a12,1 · · · a1k,1

a21,1 a22,1 · · · a2k,1
...

...
. . .

...
ak1,1 ak2,1 · · · akk,1

 (8)

µ = (µ1, · · · , µk)
′, εt = (ε1t, ε2t, · · · , εkt)

′

VAR modeling need not take strict economic theories as the basis and only two quan-
tities should be clarified in the process: one is the number of variables k that should
be added to the VAR model; the other is selecting the maximum (reasonable) number
of autoregressive lag order p to reflect the interactional relationship between variables
and ensure that the random error term is white noise. Here the reasons why we choose
VAR(1, k) as targeted objects are listed below.

(1) It is the simplest and foundational form of VAR models, whose improvement and
correction is meaningful for other complex models [20].

(2) Unrestricted VAR models are prone to over-fitting the data as more variables are
added to the models; sometimes simplicity is helpful for a better explanation.

(3) Selecting the maximum (reasonable) number of autoregressive lag order p is of the
utmost importance and should give consideration to both retaining as much variables
information as possible and degrees of freedom in parameter estimation. In empirical
research p mostly takes values of “1” or “2”, so we set p = 1 to acquire interesting
characteristics.

3.2. SVM and LS-SVR. Fundamental principles and corresponding simple explanation
of SVM are displayed in the rectangular plane coordinate system by Figure 1. In Figure
1, a series of data points, {xi, yi}, i = 1, 2, · · · ,m, xi ∈ Rn for two different classes of data
is shown. The blue squares represent the negative class and the white circles represent the
positive class (Figure 1a). SVM firstly transfers the data points in to a multi-dimension
space (Figure 1b). Next a linear boundary or a hyper plane is placed between the two
classes of points to get the maximized margin which is represented by the dotted line
(Figure 1b).

SVM is capable of acquiring the hyper plane in the middle of space of two classes so
that distances from the points of two classes to the plane are the shortest. The distance
from the margin of positive class to the plane and from the margin of negative class to
the plane are marked as +ε and −ε by SVM respectively (Figure 1b). Correspondingly,
SVM marks the distance from data point i of positive class to the margin of the positive
as ξ∗i and the distance from data point i of negative class to the margin of the negative
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Figure 1. Explanation of SVM by the rectangular plane coordinate system

as ξi (Figure 1b and Figure 1c). And the nearest data points that are used to define the
margins of classes are called support vectors (Figure 1b).

When the support vectors have been selected, the rest of the feature set is not required,
as the support vectors contain all the information-based needed to define the classifier. If
the data point falls between the margins [−ε, +ε], the loss or error penalty c is zero. If
not, according to distance from the data point to the nearer side of margin, c is set as ξ∗i
or ξi (Figure 1b and Figure 1c). According to the geometry, the geometrical margin is
found to be ||w||2.

It is obvious that support vectors are critical because they are the data points only
used to form the hyper plane which yields the decision function. Thus, the data points
far away from the hyper plane can be redundant information, and removing them does
not change the hyper plane as well as the decision function. This is one of the stronger
points SVM has over other traditional data mining techniques [32].

Searching the optimal hyper plane can be transformed to finding a solution to an opti-
mization problem by incorporating the error penalty c and the noise with slack variables
xi, which is written as the equation below.

Minw, ξ∗i , ξi
R (w, ξ∗i , ξi) =

1

2
||w||2 + c

N∑
i=1

(ξ∗i + ξi) (9)

yi − wT ϕ(xi) − b ≤ ξ + ξ∗i (10)

−yi + wT ϕ(xi) + b ≤ ξ + ξi (11)

ξ ≥ 0, ξ∗i ≥ 0, i = 1, 2, · · · ,m

Solutions to this optimization problem are the so-called support vectors. Given the
known support vectors, we can also calculate the corresponding value of w and further
apply them to an optimized classification function or a non-linear decision function by
the equations as below.

w =
N∑

i=1

(β∗
i − βi) ϕ(xi) (12)

f(x) = sign

{
m∑

i=1

αiyiK(x · xi) + b

}
(13)

where β∗
i , βi can be worked out with a quadratic programming and Lagrangian multipliers;

αi is the Lagrangian multiplier; b is a scalar.
Finally, we make the transformation of Equation (13) as

f(x) =
N∑

i=1

(β∗
i − βi) K(x, xi) + b (14)
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K(x, xi) is called the kernel function of SVM. And it is an inner product of xi in the
feature space. The kernel function K(x, xi) can be chosen as:

(1) K(x, xi) = xT
i x, which is called as the linear kernel and leads to a linear regression;

(2) K(x, xi) = [(xi · x) + 1]d, which is called as the polynomial kernel function;
(3) K(x, xi) = S[v(xi · x) + c], which is called as two layers perception kernel function;
(4) K(x, xi) = exp (−||x − xi||2/2σ2), which is the Radial Basis Function (RBF) called

Gaussian kernel function with an extra parameter and leads to a nonlinear regression
fitting. || || is the Euclidean norms.

Basic ideas of SVM to solve regression estimation can be described as follows. First of
all, input variables are mapped to high-dimensional feature space by a nonlinear mapping
ϕ(x). Then construct the regression estimate function in the high-dimensional feature
space. Finally with introduction of a kernel function, SVM could avoid complex calcula-
tion.

Given a training set {xi, yi}, i = 1, 2, · · · ,m, xi ∈ Rn is the input variable and yi ∈ R is
the response variable. SVM is used to construct a regression function taking the following
form:

y = f(x,w) = wT ϕ(x) + b (15)

ϕ(x) is the nonlinear mapping that maps the input data into a higher dimensional feature
space. Then LS-SVR involves equality constraints instead of inequality ones and works
with the least squares loss function rather than ε-insensitivity loss. LS-SVR formulates
the optimization problem as follows:

Minw,b,ey =
1

2
wT w +

1

2
γeT e (16)

subject to the equality constraints with e = (e1, e2, · · · , em)T , where

yi = wT ϕ(xi) + b + ei, i = 1, 2, · · · ,m (17)

1
2
γeT e in (16) is the squared loss measuring the regression function fitness. 1

2
wT w in

(16) controls the function smoothness to avoid over-fitting problem. γ ∈ R+ is the tuning
parameter and the trade-off parameter between a smoothing solution and training error.
This corresponds to a form of ridge regression.

Introduce the Lagrange multipliers αi = (α1, α2, · · · , αm)T , and the Lagrangian is

L(w, b, e, α) = J(w, e) +
m∑

i=1

αi

[
yi −

(
wT ϕ(xi) + b + ei

)]
(18)

The optimality conditions are

∂L

∂w
:= 0 ⇒ w =

m∑
i=1

αiϕ(xi)

∂L

∂b
:= 0 ⇒

m∑
i=1

αi = 0

∂L

∂ei

:= 0 ⇒ αi = γei

∂L

∂αi

:= 0 ⇒ wT ϕ(xi) + b + ei = 0

i = 1, 2, · · · ,m (19)

After eliminating e and w, we could have the solution by the following linear equations.[
0 lT

l Ω + γ−1I

] [
b
α

]
=

[
0
y

]
(20)
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I is the identity matrix, l = (1, 1, · · · , 1)T , y = (y1, y2, · · · , ym)T , Ω is the kernel matrix
with element

Ωjk = ϕ(xj)ϕ(xk) = K(xj, xk) j, k = 1, 2, · · · ,m (21)

Set A = Ω + γ−1I. Since A is a symmetric and positive-definite matrix for all γ > 0,
A−1 exists. Solving the linear equations of (20), we obtain the solution

α = A−1(y − b1)

b =
lT A−1y

lT A−11
(22)

Substituting w in Equation (15) with the first equation of (19) and using (21), we can
obtain

f(x|w) = y(x) =
m∑

i=1

αiK(x, xi) + b (23)

αi and b are given by (22), which depends on γ and the kernel matrix. In this paper
the solution of (17) is the function of two parameters γ and σ. In order to optimally
determine the values of parameter, a hybrid LS-SVR-DS model is introduced.

4. Model Design.

4.1. Novel models. In order to achieve our goal, we try to modify VAR(1, k) with the
Least Squares Support Vector Regression (LS-SVR) with Direct Search (DS) so that a
new small sample model is put forward and can be applied into specific issues with simple
operation, fast convergence speed and high precision.

g
(
Yi(t∗−1)|w

)
= g∗ (

Yi(t∗−1)

)
= µi +

T∑
t=1

αtK
(
Yi(t∗−1), Yi(t−1)

)
+ εit (24)

i = 1, · · · , k, where Yi(t∗−1) present the variable value of Yi at the time of t∗ − 1, namely,
the input values of SVM regression and Yi(t−1) present the variable value of Yi at the time
of t, which is given in the condition of i = 1, · · · , k.

K
(
Yi(t∗−1), Yi(t−1)

)
is called the kernel function of SVM. And it is an inner product of

xi in the feature space. The kernel function K
(
Yi(t∗−1), Yi(t−1)

)
can be chosen as

(1) The linear kernel that leads to a linear regression K
(
Yi(t∗−1), Yi(t−1)

)
=Yi(t−1)

T Yi(t∗−1);

(2) The polynomial kernel function K
(
Yi(t∗−1), Yi(t−1)

)
=

[(
Yi(t∗−1) · Yi(t−1)

)
+ 1

]d
;

(3) Two layers perception kernel function K
(
Yi(t∗−1), Yi(t−1)

)
= S

[
v

(
Yi(t∗−1) · Yi(t−1)

)
+ c

]
;

(4) The Radial Basis Function (RBF) or the Gaussian kernel function with an extra pa-

rameter that leads to a nonlinear regression fitting K
(
Yi(t∗−1), Yi(t−1)

)
= exp

(
−

∥∥Yi(t∗−1)

−Yi(t−1)

∥∥2 /
2σ2

)
.

Suppose that k = 1,

g
(
Y1(t∗−1)|w

)
= g∗ (

Y1(t∗−1)

)
= µ1 +

T∑
t=1

αtK
(
Y1(t∗−1), Y1(t−1)

)
+ ε1t (25)

It is similar to the AR(1) model. The new model is also presented in the form of vectors
below

G (Yt∗−1|w) = G∗ (Yt∗−1) = µ + A2K (Yt∗−1, Yt−1) + εt (26)
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Yt∗−1 =


Y1(t∗−1)

Y2(t∗−1)
...

Yk(t∗−1)

 (27)

A2 =


a11 a12 · · · a1T

a21 a22 · · · a2T
...

...
. . .

...
ai1 ai2 · · · aiT

 (28)

µ = (µ1, · · · , µk)
′ (29)

εt = (ε1t, ε2t, · · · , εkt)
′ (30)

A2 is strictly different from A1 in Equation (8). The new model above can be considered
as a simultaneous equation model is composed of k equations, in which each equation is
viewed as an independent one. The commonly used OLS regression can be used for each
equation one by one to get the consistent parameter estimation.

As we can see, the traditional linear relationship could be replaced by linear or nonlinear
relationships that are represented by “kernels function of SVM”. For example, if we choose

the K
(
Yi(t∗−1), Yi(t−1)

)
= exp

(
−

∥∥Yi(t∗−1) − Yi(t−1)

∥∥2 /
2σ2

)
, the Radial Basis Function or

the Gaussian kernel function, the model will be considered as a nonlinear regression fitting.
Obviously this method gives us a big possibility to describe the nonlinear characteristics
in practice, which is one advantage that motives great interest of our research.

4.2. Estimation methods. The generalization ability of SVR depends on adequately
setting parameters, such as the penalty coefficient and kernel parameters, which is crucial
to obtain good performance in handling forecasting task. The hybrid LS-SVR-DS can
perform well with small sample and it incorporates “direct search” coined by Hooke and
Jeeves in 1935 into traditional LS-SVR method. By this way it can be implemented easily
and quickly by computer programming. And it is widely applied into intelligent computing
and predicting and achieves good effects with simple operation, fast convergence speed
and high precision.

Consider the solution of LS-SVR in (23). To emphasize its dependence on parameters
σ and γ, we write the solution as

g∗ (Yt∗−1; σ, γ) =
T∑

i=1

αi(σ, γ)K
(
Yi(t∗−1), Yi(t−1)

)
+ b(σ, γ) (31)

We want to optimally determine the values of parameters. Here the optimality means
that the parameters minimize the average of squared errors. That is,

Min
σ,γ

Z(σ, γ) =
1

T

T∑
j=1

[
g∗ (

Yi(t∗−1)

)
− g∗ (

Yi(t∗−1); σ, γ
)]2

=
1

T

T∑
j=1

[
g∗ (

Yi(t∗−1)

)
−

T∑
i=1

αi(σ, γ)K
(
Yi(t∗−1), Yi(t−1)

)
− b(σ, γ)

]2 (32)

αi(σ, γ) and b(σ, γ) are given by (22). The objective function Z is an implicit function
of σ and γ without an explicit close form on σ and γ. However, function values can be
easily evaluated. This motivates our efforts on integrating a direct search method into
LS-SVR. To illustrate the search procedure, we give the following algorithm:

Step 1. Initialize a search point B0 = (σ0, γ0) and k = 1.
Step 2. Let B1 = (σ0+λσ, γ0+λγ) be an alternative point, where λσ and λγ are random

step sizes generated from the uniform distribution on (0, 1).
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Step 3. Calculate Z(σ0, γ0) and Z(σ0 + λσ, γ0 + λγ) using (16).
Step 4. Update σ0 by σ0 + λσ and γ0 by γ0 + λγ, if Z(σ0 + λσ, γ0 + λγ) ≤ Z(σ0, γ0).

Otherwise, σ0 = σ0 and γ0 = γ0.
Step 5. If Z(σ0, γ0) ≤ ε or k ≥ N , stop the iteration. Otherwise, let k ≥ k + 1 and

go to Step 2. The iteration stops either when a desired accuracy is achieved or when the
number of iterations exceeds a pre-specified limit N . After the algorithm stops, we obtain
the “optimal” pair of (σ0, γ0) for SVR model, which minimizes the training error. The
resulting SVR model describes most information about the original data.

Parameters in LS-SVR and the hybrid LS-SVR-DS do not represent marginal contri-
bution, but they can make analysis about effect of the change of independent variables
on the dependent variables (similar to the famous the impulse response or variance de-
composition analysis) and predict the future values of the dependent variable when the
independent value is given. LS-SVR and the hybrid LS-SVR-DS based on learning theory
and the actual data information could overcome the incompetence to accurately predict
economic variables with traditional VAR models under the structure factors.

5. Experiments Methodology.

5.1. Empirical models. In the empirical study there are two variables of Y and k =
5, that are presented respectively by the subscript capital letter DPU, ROE, MVBV,
GR AUM, DY. We rewrite the new model in Section 4.1 by

YDPUt∗ = g∗ (
YDPU(t∗−1)

)
= µDPU +

T∑
t=1

αtK
(
YDPU(t∗−1), YDPU(t−1)

)
+ εDPUt (33)

YROEt∗ = g∗ (
YROE(t∗−1)

)
= µROE +

T∑
t=1

αtK
(
YROE(t∗−1), YROE(t−1)

)
+ εROEt (34)

YMV BV t∗ = g∗ (
YMV BV (t∗−1)

)
= µMV BV +

T∑
t=1

αtK
(
YMV BV (t∗−1), YMV BV (t−1)

)
+ εMV BV t

(35)

YGR AUMt∗ = g∗ (
YGR AUM(t∗−1)

)
= µGR +

T∑
t=1

αtK
(
YGR AUM(t∗−1), YGR AUM(t−1)

)
+ εGRt

(36)

YDY t∗ = g∗ (
YDY (t∗−1)

)
= µDY +

T∑
t=1

αtK
(
YDY (t∗−1), YDY (t−1)

)
+ εDY t (37)

They can be presented in the form of vectors below

G (Yt∗−1|w) = G∗ (Yt∗−1) = µ + DK (Yt∗−1, Yt−1) + εt (38)

Yt∗−1 =


YDPUt∗

YROEt∗

YMV BV t∗

YGR AUMt∗

YDY t∗

 (39)

D =


a11 a12 · · · a1T

a21 a22 · · · a2T
...

...
. . .

...
ai1 ai2 · · · aiT

 (40)
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µ = (µDPU , µROE, µMV BV , µGR AUM , µDY )′ (41)

εt = (εDPUt, εROEt, εMV BV t, εGR AUMt, εDY t)
′ (42)

5.2. Reference methods. BPNN and EMA that show good performance in traditional
forecasting are chosen as comparative methods. BPNN can be used as calibration method
for its supervised learning ability. Back propagation is the generalization of the Widrow-
Hoff learning rule to multiple-layer networks and nonlinear differentiable transfer func-
tions. The input vectors and their corresponding target vectors are used to train a network
until it can approximate a function, associate input vectors with specific output vectors,
or classify input vectors in an appropriate way.

Exponential Moving Average is commonly applied to smooth data, as many window
functions are in signal processing, acting as low-pass filters to remove high frequency
noise. See Kolmogorov-Zurbenko filter for more information. Here we take the simplest
form of exponential smoothing as the reverence because this kind of method is much more
effective in volume of stationary data in previous literature.

Meanwhile, three measures are often used to assess the prediction accuracy of specific
method in empirical research. Here we also adopt them in next section.

Prediction Error of the Last Year (eT )

eT =
yT − ŷT

yT

(43)

Mean Percentage Error (mpe)

mpe =

T∑
t=1

yt−ŷt

yt

T
(44)

Mean Square or Standard Deviation of Prediction Error (mse or sde)

mse =

T∑
t=1

(yt − ŷt)
2

T
(45)

sde =

√√√√√ T∑
t=1

(yt − ŷt)
2

T
(46)

yT and yt present the known sample value in the last year and in the year t. ŷT and
ŷt present the forecasted sample value in the last year and in the year t by our forecast
model. t = 1, 2, · · · , T . Generally mse or sde of prediction error measure forecast
accuracy better than mpe, and eT is interesting to reflect the prediction accuracy of the
latest time. Here we integrated all three methods into account.

6. Application and Main Results.

6.1. Data description. Seen as Table 2, the sample ranges from 2002 to 2013 (nearly
11 years). ROE and GR AUM of the CACH L in 2010, CAMB L in 2006, CRCT in 2007,
FIRST in 2007, LIPO R in 2008, PAKW in 2007, SABA in 2011 cannot be obtained.
In addition, FAR H, SABA and ASCD H have only 1 or 2-year data. After removing
REITs with insufficient information missing data, the final sample consisting of 19 main
representative REITs, so we are to apply their relevant data to the new method.

Sample information is collected from annual reports of 22 REITs, as they are disclosed
directly as individual components in the financial statements. REIT sectors are also
obtained from each REIT’s IPO prospectuses. Key performance variables – Dividend
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Per Unit (DPU), Return On Equity (ROE), Market to Book Value (MVBV), scale Gross
Revenue (GR) by Asset Under Management (AUM) and REIT’s stock excess return
performance compared to market excess return are collected from Thomson DataStream.
Definitions and descriptive statistics of variables are summarized in Table 3.

6.2. Task description. It is one key point of the hybrid LS-SVR-DS to search the
optimal parameters (σ∗, γ∗), so we computed all the assembly parameters after a cycle
of 5000 times. After the algorithm stops, the “optimal” pair of (σ∗, γ∗) for the empirical
model minimizes the training error. By this simple method the resulting new model
can describe most information about the original data quickly. In addition, αt in all
models of YDPUt∗ , YROEt∗ , YMV BV t∗ , YGR AUMt∗ and YDY t∗ has no practical meanings and
is strictly different from traditional auto-regression models, which is discussed before and
not displayed in results.

Prediction Error of the Last Year (eT ), Mean Percentage Error (mpe) and Standard
Deviation of Prediction Error (sde) together help us judge whether it is suitable to apply
our new model to forecast the 5 performance variables of the specific S-REIT in Tables
4-8, where ∗, ∗∗ and ∗∗∗, which respectively mean the corresponding absolute values were
falling in the interval (10%, 5%), (5%, 1%) and (1%, 0). It is convenient for us to observe
and compare the prediction accuracy visually. mpe and sde were computed by sample
observations yt and values ŷt were predicted in every year of the whole time range. Fitting
and forecast of the historical data could provide significant evidence for us to prove the
advantages of the proposed method.

6.3. Prediction results.

6.3.1. Results by new method. As to one REIT, there are 5 performance measures in each
of our new models. However, we categorize results by 5 performance variables with 5
tables in order to make comparison analysis of different sample sizes.

From Tables 4 to 8 we concluded that nearly all the REITs’ prediction accuracy perform
well under our new models. Their Prediction Error of the Last Year (eT ) and Mean
Percentage Error (mpe) were very low, prediction accuracy went into the (1%, 0) even
much smaller, so does the Standard Deviation of Prediction Error (sde). What is more,
CACH L and MAPT I with only 3-year data, LIPO R, PAKW, FIRST and CRCT with
7-year data and the others with less than 11-year data have shown great performance
through our new method. Since most traditional forecast models require a large amount
of sample data, they could not put their ability to good use in small sample sizes.

Of course there were some special ones that should be explained carefully. In Table 4, 3
indices of prediction accuracy AIMS A had not pass the stands of ∗, ∗∗ and ∗∗∗. Prediction
Error of the Last Year (eT ) and Mean Percentage Error (mpe) of CRCT, FORT and
SUNT are feasible, although the Standard Deviation of Prediction Error (sde) are a little
bigger. CAMB L only has a good performance of Mean Percentage Error (mpe), which
was not enough to be persuasive. Similar analysis in Table 5 and Table 8, CRCT, FORT,
SUNT were considered to be heightened in the future study. In Table 6, ASCT R and
AIMS A got our attention. All the REITs in Table 7 achieve good prediction accuracy.

There are different reasons to interpret the REITs’ bad prediction accuracy. Firstly,
DPU of AIMS A (0.01) and FORT (0.01), ROE of FORT (111.29), MVBV of CRCT
(0.30), DY of AIMS A (187.45) may suffer from exogenous volatility of historical data
because their variances that were listed in parentheses are relatively larger than other
REITs, which can be seen in Table 3. Secondly, in reality a year of inflection point may
bring big influence on calculating the eT , mpe and sde such as ROE of SUNT in 2009.
Thirdly, some other unobserved factors such as management fee structure, scale, industrial
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sectors or other characteristics of company were not considered or distinguished in this
paper, which provided the basis for the rationality of nonlinearity (such as Gaussian kernel
function) from another angle.

Generally speaking, results show that performance forecast of S-REITs by the new
method owns virtues of simple operation, fast convergence speed and high precision even
though the sample size is really small just as only 3, 5 or 7-year data or less. It is also
verified that our method is feasible of processing small sample and nonlinearities. Perfor-
mance about DY, ROE, MVBV, GR AUM and DPU are of current concern to investors,
policymakers and researchers of S-REITs’ performance. In practice our advanced method
could provide an effective tool to make individual REIT forecast rather than macro fore-
casting. eT , mpe and sde focus on different forecasting periods, so empirical part can
help us grasp the tendency of S-REIT.

6.3.2. Comparison with BPNN and EMA. Tables 4 to 8 also showed us forecasting ac-
curacy of BPNN and EMA under the same sample. Compared to their results, the new
proposed method is superior on the predictive performance.

Firstly, EMA displayed the much bigger error than BPNN, no matter with Prediction
Error of the Last Year, Mean Percentage Error or the Standard Deviation of Prediction
Error. It is explained by strict requirement of many stationary time trend data. 5 per-
formance indices of S-REITs are affected by many uncertainties of dividend policy, the
stock market, bonds, the confidence of investors and so on.

Secondly, except for a few other exceptions (3 accuracy measures of CAMB L, FRAS
CE, LIPO R are not consistent better in Table 4, so did SUNT in Tables 6 and 7),
BPNN cannot be thought as good as the new method in most fields. The new method
was shown to be very resistant to the over-fitting problem, eventually achieving a high
generalization performance, and the solutions are always unique and globally optimal due
to the advantage of SVM. Compared to the above, BPNN training requires nonlinear
optimization with the danger of getting stuck at local minima. CACH L with 3-year data
and FIRST with 5-year data perform better in all methods in Table 4. CACH L has high
prediction accuracy by our methods and BPNN from Tables 4 to 8, so do LIPO R and
MAPT I in Table 7.

Thirdly, from frequency and counting bigger value of 3 methods of eT , mpe and sde,
our new approach owns the dominant superiority. The total number of ∗, ∗∗ and ∗∗∗ are
larger than two referred methods. Under the same condition of ∗, ∗∗ or ∗∗∗ the values are
also bigger than the others. As we can see, our prediction results are much significant. It
is also verified that our method is better than BPNN and EMA due to its feasibility.

6.3.3. Comparison in different industries. Forecasting volatility of different industries in
the sample was made a comparison by calculating the average sde values of 5 key perfor-
mance variables (see as in Figure 2). Table 2 showed us that S-REITs that belonged to
different industrial sectors are distinct from each other. One performance variable with
information from historical data affects the forecast accuracy to varying degrees. As a
whole, GR AUM and DY owned satisfactory forecast volatility (the average sde values
is lower than 10%, 5% even 1%) regardless which industrial sector the REIT engaged in
(see as in Figures 2e and 2f).

Except that the mean of ROE in commercial S-REITs is almost 30%, other sectors man-
aged to pass the level of 1% even 0.01% when forecasting ROE. Similarly industrial/mixed
and service residence sectors had a bigger volatility of forecasting MVBV. And commer-
cial, industrial and hospitality sectors had a bigger volatility of forecasting DPU. Despite
that some industrial bad performance could be explained by the total accounts of sample
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Figure 2. Forecast volatility comparison of different industries by calcu-
lating average sde

data (see as in Figure 2a) to some extent, we still concluded that the proposed model
provides the chance to analyze specific performance of S-REITs.

All in all, after a detailed discussion of empirical study about S-REITs, we can see that
most S-REITs gained good forecast accuracy of 5 key performance variables with small
sample. Compared to their results of BPNN and EMA, the new proposed method was
superior on the predictive performance. And most sectors had an acceptable forecasting
volatility in the industrial level on the whole. It also manifests that the nonlinearity like
support vector kernels had better fitting abilities and forecasting performance. Meanwhile,
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simultaneous analysis of commonly used performance variables was useful and gave us a
comprehensive understanding at smaller computational cost.

7. Conclusions. REITs are strong income vehicles because most of them must pay out at
least 90 percent of taxable income in the form of dividends to shareholders. Performance
prediction of S-REITs is of great importance to investors in practice. It is characterized
by small sample size and nonlinear specification. As one of the most easily operated
model on analyzing and forecasting of multiple related economic indicators, VAR(1, k)
are very popular. We attempted to use SVM to modify it to obtain a novel model.
The following conclusions could be drawn. (1) Data of S-REITs in company level is a
specific and important economic problem with small sample. And relationship between
performance indicators in different periods cannot be treated by simple linearity. (2) The
novel combination of traditional forecast model VAR(1, k) and statistic learning theory
(SVM) behave well on prediction accuracy of S-REITs’ 5 performance index. Compared
with BPNN and EMA, our new method is much better. In future study, during perfor-
mance prediction of S-REITs, much more micro (corporate management fee structure,
scale, industrial species, etc.) or macro (political policy, monetary policy, environmental
conditions, etc.) factors should be given enough consideration.
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