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Abstract. This paper explores distributed computing systems that may be used effi-
ciently in information processing that is frequently needed in electronic, environmental,
medical, and biological applications. Three major components of such systems are: 1)
data acquisition and preprocessing; 2) transmitting the results of preprocessing to a higher
level computing system that is a PC; and 3) post processing in higher level computing sys-
tem (in the PC). Preprocessing can be done in highly parallel accelerators that are mapped
to reconfigurable hardware. The core of an accelerator is a sorting/searching network that
is implemented either in an FPGA or in a programmable system-on-chip (such as Zynq
devices). Data is transmitted to a PC through a high-bandwidth PCI-express bus. The
paper suggests novel solutions for sorting/searching networks that enable the number of
data items that can be handled to be significantly increased compared to the best known
alternatives, maintaining a very high processing speed that is either similar to, or higher
than in the best known alternatives. Preprocessing can also include supplementary tasks,
such as extracting the minimum/maximum sorted subsets, finding the most frequently
occurring items, and filtering the data. A higher level computing system executes final
operations, such as merging the blocks produced by the sorting networks, implement-
ing higher level algorithms that use the results of preprocessing, statistical manipulation,
analysis of existing and acquired sets, data mining. It is shown through numerous exper-
iments that the proposed solutions are very effective and enable a more diverse range of
problems to be solved with better performance.
Keywords: High-performance computing systems, Information processing, Sorting,
Searching, Merging, Reconfigurable hardware, PCI-express bus, Programmable systems-
on-chip

1. Introduction. Sorting and searching procedures are needed in numerous computing
systems [1]. They can be used efficiently for data extraction and ordering in information
processing. Some common problems that they apply to are (see also Figure 1):

1. Extracting sorted maximum/minimum subsets from a given set;
2. Filtering data, i.e., extracting subsets with values that fall within given limits;
3. Dividing data items into subsets and finding the minimum/maximum/average values

in each subset, or sorting each subset;
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4. Finding the value that is repeated most often, or finding the set of n values that are
repeated most often;

5. Removing all duplicated items from a given set;
6. Computing medians;
7. Solving the problems indicated in points 1-6 above for matrices (for rows/columns of

the matrices).

Figure 1. Common problems that are frequently solved in information
processing systems

These problems are important because many electronic, environmental, medical, chem-
ical, and biological applications need to process data streams produced by sensors and
calculate certain parameters [2]. Let us consider some examples. Applying the technique
[3] in real-time applications requires data acquisition from control systems such as in a
manufacturing or process plant. Signals from sensors may need to be filtered and analyzed
to prevent error conditions (see [3] for additional details). To provide a more precise and
reliable conclusion, combinations of different values need to be extracted, ordered, and
analyzed. Similar tasks arise in monitoring thermal radiation from volcanic eruptions [4],
filtering and integrating information from a variety of sources in medical applications [5],
in data mining [6], and so on. Since many control systems are real-time, performance is
important and hardware accelerators can provide significant assistance for software.

The problems listed above can be solved as shown in Figure 2. Measured data items
are handled in such a way that they are optionally filtered before various types of data
processing algorithms are applied. Performance can be increased by employing broad
parallelism and we suggest providing support for such parallelism in networks for sorting
and searching.

Let us introduce a set of high-level operations, each of which is dedicated to one of the
problems listed in points 1-6 above. The paper suggests methods for high-performance im-
plementation of such operations in a distributed computing system with the architecture
depicted in Figure 3.

Two basic subsystems (a pre-processor implemented in reconfigurable devices and a host
PC) communicate through a high-bandwidth PCI-express (Peripheral Components Inter-
face) bus. Two types of reconfigurable devices are studied: advanced field-programmable
gate arrays (FPGAs), such as those from the Xilinx Virtex-7 family, and all-programmable
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Figure 2. General architecture of data processing

Figure 3. Architecture of a distributed computing system

systems-on-chip (APSoCs), such as those from the Xilinx Zynq-7000 family. In the first
case, two-levels of processing are involved: accelerators implemented in reconfigurable
hardware, and general-purpose software running in a PC. In the latter case, a third level
of processing is added that is application-specific software running in a multi-core pro-
cessing unit embedded to APSoC. The basic tasks of the host PC and the reconfigurable
subsystem are listed in Figure 3.

The main contributions of the paper can be summarized as follows:

1) Selecting widely reusable operations for various types of information processing, and
developing a methodology for using such operations in engineering applications;

2) Highly parallel networks for various sorting and searching algorithms and their thor-
ough evaluation;

3) Multi-level implementation of the selected operations in general-purpose and applicati-
on-specific software, and in reconfigurable hardware;

4) Experimental evaluation of the proposed technique in two advanced prototyping boards
– the ZC706 [7] and the VC707 [8].

The remainder of the paper contains 6 sections. Section 2 analyzes related work. Section
3 identifies potential practical applications of the results and gives a number of real world
examples from different areas. Section 4 describes highly parallel networks for sorting and
searching. Section 5 explores software/hardware co-design. Section 6 presents the results
of experiments and comparisons. The conclusion is given in Section 7.

2. Related Work. The majority of known methods and designs that are relevant to
this paper are in three main areas: 1) high-performance distributed systems that include
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a general-purpose computer (such as a PC) and a reconfigurable subsystem interacting
through a high-bandwidth PCI-express bus; 2) sorting and searching using highly parallel
networks; 3) software/hardware co-design targeted to combine reconfigurable hardware
with general-purpose and application-specific software. The following subsections discuss
the related work that has been done in each area separately.

2.1. High-performance distributed systems. High-performance distributed systems
are used in many areas such as in medical equipment, aerospace, transportation vehicles,
intelligent highways, defense, robotics, process control, factory automation, and building
and environmental management [9]. A number of such systems for different application
areas are described in [10-12]. Let us consider one of them from [12]. Typical adaptive
cruise control and collision avoidance systems receive periodic inputs from sensors such as
radar, lidar (light identification detection and ranging), and cameras, and then process the
data to extract the necessary information. The system then executes a control algorithm
to decide how much acceleration or deceleration is required, and sends commands to
actuators to execute the appropriate actions. Since this is time-critical functionality, the
end-to-end latency from sensing to actuation must be bounded.

The application domains define different requirements for systems. Independently of
the domains, the majority of applications need data processing that may be organized
in different ways. For example, a researcher may require support for finding data items
that occur together in a certain situation, either a maximum or a minimum number of
times. Such problems arise in determining the frequency of inquiries over the Internet, for
customer transactions such as credit card purchases, which typically produce very large
volumes of data in the course of a day [6]. Data processing is involved in software systems
[13], priority buffering in scheduling algorithms [10], information retrieval [14], extracting
data from sensors within predefined ranges [2], video processing [15], knowledge acquisi-
tion from controlled environments [3], and so on. Satisfying the real-time requirements for
these applications can be achieved in on-chip devices that combine a multi-core process-
ing system (PS) running multi-thread software with programmable logic (PL) that can
be used to implement hardware accelerators. For example, devices from the Xilinx Zynq-
7000 family of APSoC have already been successfully used in a number of engineering
designs [11,12]. The Zynq APSoC combines the dual-core ARM R⃝CortexTM-A9 central
processing unit with the PL appended with on-chip memories (OCM), high-performance
(HP) interfaces, a rich set of input/output peripherals, and a number of embedded to
the PL components, such as digital signal processing (DSP) slices. APSoC devices enable
complete solutions to be implemented on a single microchip running software that may be
enhanced with easily customizable hardware. Various advantages of the APSoC platform
are summarized in [16,17]. Interactions between the ARM-based PS and PL are supported
by nine on-chip Advanced eXtensible Interfaces (AXI): four 32-bit general-purpose (GP)
ports; four 32/64-bit HP ports, and one 64-bit accelerator coherency port (ACP) [15].
There are a number of prototyping systems available, some of which (e.g., [7]) allow ad-
ditional data exchange with higher level computers such as PCs through PCI-express.
On-chip interfaces [18] enable hardware accelerators and other circuits (supporting, for
example, communications with sensors and actuators) in the PL to be linked with multi-
core software running in the PS. The PCI-express bus permits multilevel systems to be
developed that combine software running in a general-purpose computer (e.g., PC), soft-
ware running in the PS, and hardware implemented in the PL.

Satisfying real-time requirements is critical in many of the systems referenced above and
this can be a problem for the software-only systems that, perhaps, are the most frequently
applied nowadays [11,13]. Hardware-only systems are also widely used in a number of
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areas (e.g., [12]). It is concluded in [12] that the most sensible approach is for the data
intensive portions of an application to be implemented in hardware, thus providing a high
degree of determinism and lower execution time, while the high-level decision making is
implemented in software, supporting easy customization. It is shown in [19] that on-chip
interactions between software and hardware may be seen as a bottleneck (even if HP ports
are used) especially for applications that require the exchange of high volumes of data.

The architectures and functionalities of various PCI-express systems are described in
[20]. A PCI connection has one or more data transmission lanes, each of which consists of
two pairs of wires: one for receiving and one for sending data. The maximum theoretical
bandwidth of a single lane is up to 2.5 Giga transfers per second (GT/s) in each direction
simultaneously [21], which is the same as Gb per second except that some bits are lost
as a result of interface overhead and consequently the theoretical bandwidth is reduced
by approximately 20% [21,22]. The bandwidth of χ lanes is the bandwidth of one lane
multiplied by χ.

There are many systems that involve high-performance on-chip communications and
interactions with PC through a PCI-express bus. The distinctive feature of this paper is
the study and evaluation of such systems for a particular area of data processing targeted
to problems that were described in Section 1. We will show in the next section that there
exist a very large number of potential practical applications for such processing.

2.2. Sorting and searching networks. Highly parallel networks for sorting and search-
ing enable numerous operations to be executed simultaneously, which is very appropriate
for FPGAs and APSoCs. Two of the most frequently investigated parallel sorters are
based on sorting [23] and linear [24] networks. A sorting network is a set of vertical
lines composed of comparators that can swap data to change their positions in the input
multi-item vector. The data propagate through the lines from left to right to produce
the sorted multi-item vector on the outputs of the rightmost vertical line. Three types
of such networks have been studied: pure combinational (e.g., [23,25,26]), pipelined (e.g.,
[23,25,26]), and combined (partially combinational and partially sequential) (e.g., [27]).
The linear networks, which are often referred to as linear sorters [24], take a sorted list
and insert new incoming items in the proper positions. The method is the same as the
insertion sort [1] that compares a new item with all the items in parallel, then inserts
the new item at the appropriate position and shifts the existing elements in the entire
multi-item vector. Additional capabilities of parallelization are demonstrated in the in-
terleaved linear sorter system proposed in [24]. The main problem with this is that it is
applicable only for small data sets (see, for example, the designs discussed in [24], which
accommodate only tens of items).

The majority of sorting networks that are implemented in hardware use Batcher even-
odd and bitonic mergers [28,29]. Other types are rarer (see for example the comb sort [30]
in [31], the bubble and insertion sort in [23,25], and the even-odd transition sort in [32]).
Research efforts are concentrated mainly on networks with a minimal depth or number
of comparators and on co-design, rationally splitting the problem between software and
hardware. The regularity of the circuits and interconnections are studied in [26,27] where
networks with iteratively reusable components were proposed. We target our results to-
wards FPGAs and APSoCs because they are regarded more and more as a universal
platform incorporating many complex components that were used autonomously not so
long ago. The majority of modern FPGAs contain embedded DSP slices and embedded
multi-port memories, which are very appropriate for sorting. GPU (graphics processing
unit) cores have also been placed inside an APSoC in recent devices [17], but even without
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such cores, streaming SIMD (single instruction multiple data) applications can be sup-
ported with the existing programmable logic. Comparing FPGA-based implementations
with alternative systems [33,34] clearly demonstrates the potential of reconfigurable hard-
ware, which encourages further research in this area. FPGAs still operate at a lower clock
frequency than non-configurable ASICs (application-specific integrated circuits) and AS-
SPs (application-specific standard products) and broad parallelism is evidently required
to compete with potential alternatives. Thus, sorting and linear networks can be seen
as very adequate models. Unfortunately, they have many limitations. Suppose N data
items, each of size M bits, need to be sorted. The results of [23,25] show that sorting
networks cannot be built for N > 64 (M = 32), even in the relatively advanced FPGA
FX130T from the Xilinx Virtex-5 family because the hardware resources are not suffi-
cient. When N is increased, the complexity of the networks (the number of comparators
C(N)) grows rapidly (see Figure 1 in [26]). Besides, propagation delays through long
combinational paths in FPGA networks are significant [26]. Such delays are caused not
only by comparators, but also by multiplexers that have to be inserted even in partially
regular circuits [27], and by interconnections.

It is shown in [26] that very regular even-odd transition networks with two sequentially
reusable vertical lines of comparators are more practical because they operate at a higher
clock frequency, provide sufficient throughput, and enable a significantly larger number
of items to be processed in programmable logic.

2.3. Multi-level software/hardware co-design. Multi-level software/hardware co-
design is a new kind of system design that combines on-chip hardware/software co-design
and co-design at the level of PC interacting with the on-chip subsystem, such as that
implemented in Zynq-7000 devices. To our knowledge just a few publications (such as
[35,36]) briefly discuss such multi-level co-designs. On the other hand existing prototyp-
ing boards, such as [7] permit such designs to be evaluated. Besides, they are valuable
for numerous practical applications that were listed in Section 1.

3. Potential Practical Applications. Let us discuss now applicability of the consid-
ered design technique. An ordinary sorting is required in many types of information pro-
cessing. For a large number of data items, the known procedures that are used are time
consuming and can be accelerated using the methods proposed in this paper. This is
especially important for portable embedded applications. In the latter case, even sorting
thousands of items can be done significantly faster in software/hardware (e.g., in APSoC)
than in software only.

One common problem is clustering objects in accordance with their attributes. Different
methods have been proposed for solving this problem and many of them involve sorting
and searching as frequently used operations [37-40]. For example, in the CPES (Clustering
with Prototype Entity Selection) method [41], a fitness function is proposed to decide if
given objects can be clustered. Sorting the results produced by the fitness function enables
solutions to be found faster. Actually, for many practical applications it is important to
make sorting built-in, much as in operations such as computing the Hamming weights
of binary vectors, e.g., POPCNT (population count) [42] and VCNT (Vector Count Set
Bits) [43]. Similar proposals were made in [44].

Another example is extracting a required number of items through the Internet. For
example, suppose we would like to find the N cheapest products from very large number
of available options. An FPGA/APSoC based system requests and receives data from dif-
ferent suppliers and extracts the maximum/minimum subsets with the indicated number
of items. Different search criteria can be applied and very large volumes of data can be
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analyzed. Other practical applications (in which high throughput is very important) are
described in [2]. One particular example can be taken from [2], which requires deciding
how often the data collected falls within a set of critical values that are above or below a
given threshold. Generally, the greater the intensity, the more critical is the subset and
the higher the probability of an event which might happen. By discovering the maximum
and minimum subsets you can determine when the activity is the highest or the lowest.

The algorithm [45] discovers rules associated with a set of classes and it has been
tested on a real world application data set related to website phishing. In this algorithm
the classifier sorts classes within each rule based on their frequency. Thus, sorting is also
needed.

In [25] small even-odd merge and bitonic sorting networks were used to implement
a median operator over a count-based sliding window. Such an operator is commonly
needed to eliminate noise in sensor readings [46] and in data analysis [47], which are tasks
that occur often in control engineering.

The method proposed in [48] (based on the Monte Carlo method coupled with a sorting
algorithm [49] and gradient search [50]) systematically evaluates possible behaviors of a
closed-loop system by analyzing its time response. This permits various techniques to
be applied for solving problems that are commonly encountered in networked control
systems.

The software/hardware solutions proposed in this paper are faster. They are based on
two (PC - FPGA) or three (PC - APSoC: PS - PL) level systems. The effectiveness of the
hardware/software solutions is underlined in [51], addressing the importance of portable
computing hardware environments to handle massive data.

4. Highly Parallel Networks for Sorting and Searching. It is shown in Section 2.2
that sorting networks are widely used in data [25] and vector [52] processing and they
enable comparison and swapping operations over multiple data items to be executed in
parallel. A review of recent results in this area can be found in [26] where it is shown
that many researchers and engineers consider such technique as very beneficial for data
and vector processing in FPGAs and APSoCs. Although the methods [28,29] enable the
fastest theoretical throughput, the actual performance is limited by interfacing circuits
supplying initial data and transmitting the results and the communication overheads do
not allow theoretical results to be achieved in practical designs [19].

The proposed circuits require a significantly smaller number of comparators/swappers
(C/S) than networks from [28,29] and many C/S are active in parallel and reused in differ-
ent iterations. The first circuit (see Figure 4) contains N M -bit registers Rg0, . . . , RgN−1.
Unsorted input data are loaded to the circuit through N M -bit lines d0, d1, . . . , dN−1. For
the fragment on the left-hand side of Figure 4, the number N of data items is even, but
it may also be odd which is shown in the example in the same Figure 4. Each C/S is
shown in Knuth notation ( ) [1] and it compares items in the upper and lower registers
and transfers the item with the larger value to the upper register and the item with the
smaller value to the lower register (see the upper right-hand corner of Figure 4). Such
operations are applied simultaneously to all the registers linked to even C/S in one clock
cycle (indicated by the letter α) and to all the registers linked to odd C/S in a subse-
quent clock cycle (indicated by the letter β). This implementation may be unrolled to
an even-odd transition network [32], but vertical lines of C/S in Figure 4 are activated
sequentially and the number of C/S is reduced compared to [32] by a factor of N/2. For
example, if the number N is even then the circuit from [32] requires N × (N − 1)/2 C/S
and the circuit in Figure 4 – only N − 1 C/S. The circuit in [32] is combinational and
the circuit in Figure 4 may require up to N iterations. The number N of iterations can
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Figure 4. The first sorting circuit with an example

Figure 5. The second sorting circuit

be reduced very similarly to [26]. Indeed, if beginning from the second iteration, there is
no data exchange in either even or odd C/S, then all data items are sorted. If there is no
data swapping for even C/S in the first iteration, data swaps for odd C/S may still take
place. Note that the network [32] possesses a long combinational delay from inputs to
outputs. The circuit in Figure 4 can operate at a high clock frequency because it involves
a delay of just one C/S per iteration (i.e., in each rising/falling edge of the clock).

Let us look at the example shown in Figure 4 (N = 11, M = 6). Initially, unsorted data
d0, d1, . . . , d10 are copied to Rg0, . . . , Rg10. Each iteration (6 iterations in total) is forced
by an edge (either rising or falling) of a clock. The signal α activates the C/S between
the registers Rg0, Rg1, Rg2, Rg3, . . . , Rg8, Rg9. The signal β activates the C/S between the
registers Rg1, Rg2, Rg3, Rg4, . . . , Rg9, Rg10. There are 10 C/S in total. Rounded rectangles
in Figure 4 indicate elements that are compared at iterations 1-6. Data are sorted in 6
clock cycles and 6 < N = 11. Unrolled circuits from [32] would require 50 C/S with the
total delay equal to the delay of N sequentially connected C/S.

The second circuit is shown in Figure 5 and it combines the first circuit with the radix
sort. Now only single bits from the registers of Figure 4 are compared and if the upper bit
is 0 and the lower bit is 1, then M -bit data in the relevant upper and lower registers are
swapped. Thus, any C/S is built on only one gate (see Figure 5) much like in [52]. Data
are sorted in such a way that at the first step bit 0 (the least significant bit) is chosen.
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At the second step bit 1 is chosen and at the last step bit M − 1 is chosen. Hence, bits in
all registers are chosen sequentially, i.e., they are scanned. Clearly, the number of clock
cycles is increased but the resources occupied are reduced because one-bit C/S are smaller
than M -bit C/S.

The maximum number of clock cycles for sorting N M -bit items is increased up to
N ×M but in practical designs it is smaller because the method described above enables
sorting to be completed as soon as there is no need for swapping data items.

Figure 6 demonstrates an example. The same data as in Figure 4 are chosen. Now we
consider binary codes of the items. For the first sort (0) bit 0 is analyzed, which is the
least significant bit. All the remaining sorts (1-5) and the relevant (analyzed) bits are
shown in Figure 6. After the last step (sort 5), all data are sorted and for clarity binary
codes are shown as decimal numbers.

Figure 6. An example

The networks described above can be used efficiently for solving numerous supplemen-
tary tasks. One of these tasks is the extraction of the maximum and/or minimum subsets
from the sorted sets [53-55]. Let set S containing L M -bit data items be given. The max-
imum subset contains Lmax largest items in S, and the minimum subset contains Lmin

smallest items in S (Lmax ≤ L and Lmin ≤ L). We mainly consider such tasks for which
Lmax << L and Lmin << L, which are more common for practical applications. Since L
may be very large (millions of items), the set cannot be completely processed in hardware
because the resources required are not available. Figure 7 shows the top-level architec-
ture from [55] in which the proposed iterative data sorter is used. Much like [55], the
given set S is decomposed on Q = ⌈L/K⌉ subsets, all of which contain exactly K M -bit
items except the last, which may have less than K M -bit items. Subsets are computed
incrementally in Q steps (we assume below that K ≤ L).

At the first step, the first K M -bit data items are sorted in the network (such as that
shown in Figure 4) which handles Lmax + K + Lmin data items in total but comparators
linking the upper part (handling Lmax M -bit data items) and the lower part (handling
Lmin M -bit data items) are deactivated (i.e., the links with the upper and lower parts are
broken). So, sorting is done only in the middle part handling K M -bit items. As soon
as sorting is completed, the maximum subset is copied to the upper part of the network
and the minimum subset is copied to the lower part.

From the second step, all the comparators are active, i.e., the network (see Figure 4)
handles Lmax + K + Lmin items. Now for each new K M -bit items, the maximum and
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Figure 7. Computing the maximum and minimum sorted subsets

minimum sorted subsets are properly corrected, i.e., new items may be inserted. All other
details relevant to top-level architecture in Figure 7 can be found in [55].

The next potential task that can be solved with the aid of the proposed methods is
filtering [55]. Let Bu and Bl be predefined upper (Bu) and lower (Bl) bounds for the given
set S. We would like to use the circuit in Figure 7 only for such data items D that fall
within the bounds Bu and Bl, i.e., Bl ≤ D ≤ Bu (or, possibly, Bl < D < Bu). Once
again the basic component is the sorting network (see Figure 4) and it can be used in the
method [55] that enables data items to be filtered at run-time (i.e., during data exchange).

Clearly, the operations described above can be implemented in software. For example,
the C function qsort permits large data sets to be sorted. After that, extracting the
maximum and minimum subsets is easily done. Filtering may be done by testing and
eliminating items that do not fall within the predefined constraints. However, for many
practical applications the performance of the operations described above is important.
The results of thorough experiments and comparisons have shown that software/hardware
solutions are significantly faster than software only solutions.

Many other problems can also be solved applying the proposed networks. For example,
in [2] a highly parallel architecture was proposed that permits repeated items to be found
efficiently. The basic component of the architecture [2] is a sorting network, and using
the proposed technique for such a network permits the hardware resources to be reduced
and the performance to be increased. Thus, the results of this paper are useful for a large
number of practical applications.

5. Software/Hardware Co-design. Figure 8 shows the basic architecture for data
transfer between a host PC and an APSoC through PCI-express.

Figure 9 presents a more detailed architecture of a three-level system for the example
of distributed data sort. Software in the host PC runs the 32-bit Linux operating system
(kernel 3.16) and executes programs (written in the C language) that take results from
PCI-express (from the APSoC) for further processing. We assume that the data collected
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Figure 8. Basic architecture for data transfer between a host PC and an
APSoC through PCI-express

Figure 9. Architecture of a three-level APSoC-based system for data sorting

in the APSoC are preprocessed in the APSoC by applying various highly parallel networks
(see Section 4), and the results are transferred to the host PC through the PCI-express
bus. To support data exchange through PCI-express, a dedicated driver was developed.
The APSoC uses the Intellectual Property (IP) core of the central direct memory access
(CDMA) module [56] to copy data through AXI PCI express (AXI-PCIE) [57]. The project
is similar to [58] and links CDMA and AXI-PCIE modules based on a simple data mover
(i.e., the mode “scatter gather” [58] is not used). A master port (M-AXI) of the AXI-
PCIE operates similarly to GP ports in [19] and supplies control instructions from the
PC to customize data transfers. The instructions indicate the physical address of data for
PC memory, the size of transferred data, etc. The CDMA module can be connected to
either AXI HP or AXI ACP interfaces in APSoC and transmits data from either on-chip
memory (OCM) or external DDR. After supplying the addresses, the number of data
bytes (that need to be transferred) is indicated and the data transmission is started. As
soon as the data transmission is completed, the CDMA module triggers an interrupt that
has to be properly handled (the interrupt number is determined by the BIOS of the host
PC). The following customization is done for 1) AXI-PCIE: legacy interrupts, 128 bits
data width, and 2) CDMA: 256 bytes burst size, 128 bits data width. Note that the
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Figure 10. Architecture of a two-level FPGA-based system for data sorting

architecture in Figure 9 allows data transfers in both directions, i.e., data from the PC
may also be received.

The architecture for the case when an FPGA is used (instead of an APSoC) is similar,
and is shown in Figure 10 (now there are just two levels). The only difference is the
transfer of data items from an external source to FPGA DDR memory where the data
are preliminarily collected by the FPGA and stored. The DDR is controlled by a memory
interface generator.

Data transfer in the host PC is organized through direct memory access (DMA). To
work with different devices, a driver (kernel module) was developed. The driver creates
in the directory /dev a character device file that can be accessed through read and write
functions, for example write(file, data array, data size). Up to 5 base address registers
(BAR) can be allocated but we used just one.

The PC BIOS assigns a number (an address) to the selected BAR and a corresponding
interrupt number that will be later used to indicate the completion of a data transfer. As
soon as the driver is loaded, a special operation (probe) is activated and the availability
of the device with the given identification number (ID) is verified (the ID is chosen during
the customization of the AXI-PCIE). Then a sequence of additional steps is performed
(see [59, pp.302-326] for necessary details). A number of file operations are executed in
addition to the probe function (see Figure 11). In our particular case, access to the file
is done through read/write operations. Figure 11 demonstrates the interaction of a user
application with the driver (kernel module) and some additional operations that may be
executed.

As soon as a user program calls the read function, the read(file, data array, data size)
function gets the address in the user memory space and the number of bytes that need
to be transferred. Initially, the data are copied to a buffer and then the physical address
of the buffer is obtained. Now the data are ready to be transferred from APSoC/FPGA.
Then the data are copied and the driver is waiting for an interrupt indicating that the
data transmission is complete. The necessary operations for generating the interrupt are
given in [56]. Additional details can be found in [59, pp.258-287].

The proposed networks (see Section 4) can be used as follows. The sorter receives blocks
composed of N M -bit data items that are collected from sensors initially and stored in
memories (such as external DDR and OCM). Interactions with memory are done through
AXI HP/ACP ports (see Figure 9) or through the memory interface block (see Figure 10).
The sorter (such as that shown in Figure 4) executes iterative operations over multiple
parallel data and is controlled by a dedicated finite state machine (FSM) called Sorter
Control Unit (see Figures 9 and 10). The ports are also controlled by a dedicated FSM
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Figure 11. Operations with the device driver in the host PC and addi-
tional operations that may be executed

(see HP/ACP Control Unit in Figures 9 and 10). The results of sorting are copied back
to memory and then transmitted to the host PC through the PCI-express bus. APSoC
PS is responsible for data collection and organization that is done in accordance with the
established requirements. For the case of FPGA, data collection and organization are
done by specially developed dedicated circuits. Finally, either the PS or the dedicated
circuits prepare data in memory so that these data can be processed in the PL/FPGA
and the results of the processing (stored in memory) are ready to be transmitted to the
host PC. The blocks CDMA with control units (PCI Control Unit and Interrupt Control
Unit in Figures 9 and 10) are responsible for transmitting data.

6. Experiments and Comparisons. The system for data transfers between a host PC
and an APSoC/FPGA has been designed, implemented, and tested. Experiments were
done with two prototyping boards. The first is the Xilinx ZC706 evaluation board [7]
containing the Zynq-7000 XC7Z045 APSoC device with PCI express endpoint connec-
tivity “Gen1 4-lane (x4)”. The PS is the dual-core ARM Cortex-A9 and the PL is a
Kintex-7 FPGA from the Xilinx 7th series. The second board is VC707 [8] and it contains
the Virtex-7 XC7VX485T FPGA from the Xilinx 7th series with PCI express endpoint
connectivity “Gen2 8-lane (x8)”. All designs were done for: 1) hardware in the PL of
APSoC/FPGA synthesized from specifications in VHDL that describe circuits interacting
with Xilinx IP cores (Xilinx Vivado Design Suite 2015.1/2015.2); 2) software in the PS
of APSoC developed in C language (Xilinx Software Development Kit – SDK 2015.1); 3)
user programs running under the Linux operating system in the host PC developed in C.
Data were transferred from the ZC706/VC707 to the host PC through PCI-express. The
host PC contains Intel core i7 3820 3.60GHz.

Figure 12 demonstrates organization of experiments with data sorters.
We assume that data are collected by the ZC706/VC707 board and stored in DDR

memory (in the experiments, data are produced as described in point 1 below). Subse-
quently, different components (A, B, C, D) may be involved in data processing:

1) Data are randomly generated in the programmable logic (in the PL of APSoC or in the
FPGA) and sorted using only networks in hardware (component A), indicated below
as Sorting blocks ;

2) Data are transferred from the ZC706/VC707 to the PC through PCI-express and sorted
by software in the PC (component D), indicated below as PC sort ;

3) Data are completely sorted in the APSoC (the set of data items is decomposed into
blocks, blocks are sorted in the PL by the networks described above, the sorted blocks
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Figure 12. Organization of experiments with data sorters (the size of one
block is 1024 32-bit data items)

are merged in the PS to produce the final result) and the sorted data are transferred
to the PC through PCI-express (components A and B), indicated below as Sorting +
PS merge;

4) Data are completely sorted in APSoC/FPGA and in the PC in such a way that: a)
blocks of data are sorted in the PL of APSoC or in FPGA; b) the sorted blocks are
transferred to the PC through PCI-express; and c) the blocks are merged by software
in the PC (components A and C). This case is indicated below as Sorting + PC merge.

Sorting in hardware only (see point 1 above) permits the circuits that process the maxi-
mum possible number of data items and can be entirely implemented in the programmable
logic without any support from software to be evaluated. In the next subsections we will
present the following results: 6.1) evaluation of the circuits including threshold values
that are potential limitations of the methods proposed; 6.2) comparisons with the best
known alternatives.

6.1. Evaluation of the proposed circuits. Evaluation of the proposed circuits has
been done through a set of experiments with the network from Figure 4, selecting four
data sets sizes of 512, 1024, 2048, and 4096 items. The results are shown in Figure 13.

We counted only the percentage of look-up tables (LUTs), which are the primary
PL/FPGA resources that are used for the network. The percentage of other resources is
lower, for example, the percentage of flip-flops for the FPGA does not exceed 23% and

Figure 13. The results of sorting in hardware only using iterative networks
from Figure 4
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for the PL – 31% for all data set sizes (from 512 to 4096). From Figure 13 we can see that
the available resources permit only iterative networks of up to 2048 32-bit data items to
be implemented. Thus 2048 is the threshold for hardware only implementations based on
the microchips indicated above. A preliminary evaluation shows that 8192 items is the
maximum threshold value for hardware-only implementations of the circuit from Figure
4 in the most advanced FPGAs/APSoCs currently available on the market.

The circuit in Figure 5 was also implemented and tested. As we expected in Section
4, the occupied resources were reduced, and the time was increased compared to the
network in Figure 4 by a factor of about M . For example, if the size of one block is 1024
(N = 1024) of 32-bit (M = 32) items, then the percentage of LUTs used for VC707 is
25% for the network in Figure 4, and 18% for the network in Figure 5. Thus, sorting 4096
items in the FPGA of VC707 is possible. However, we found that the remaining resources
are not sufficient to implement the other blocks shown in Figure 14. Thus, the circuit in
Figure 5 makes sense only for autonomous hardware networks.

In further experiments (see Figure 12) only the network from Figure 4 will be used.
The size of data varies from 2 KB to 1024 KB (M = 32). The results obtained for the
four measurements indicated above are reported in Figure 14 (the two curves PC sort and
PC sort + data transfer show the same results without and with data transfers). The
result for each type of experiment is an average of 64 runs.

The following conclusions can be drawn from Figure 14.

• The fastest results were obtained for the components A and C, i.e., pre-sort in the
PL with a subsequent merge in the PC (see point 4 above). Note that the fastest
(the lowest) curve in Figure 14 is built for sorting individual subsets only. Thus, the
complete data set has not been sorted and the relevant results cannot be used for
comparisons.

• The slowest result is shared between the remaining two cases (see points 2, 3 above).
• Note that for almost all data sizes, sorting and merging in APSoC is faster than

sorting in PC software. Thus, cheaper (than PC) APSoCs are more advantageous
and may be used efficiently for embedded applications.

• Sorting blocks in the PL network (see Figure 4) is significantly faster than subsequent
merging. All communication and protocol overheads were taken into account.

Figure 14. The results of experiments with the three-level system sorting
data (the size of one block is 1024 32-bit data items)
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Figure 15. The results of experiments with the two-level system sorting
data (the size of one block is 2048 32-bit data items)

Similar experiments were done with the VC707 prototyping board, but with the blocks
of data containing 2048 32-bit data items (i.e., the blocks sorted in the hardware network
are two times larger). The results are shown in Figure 15.

From analyzing these results we can conclude that:

• Using an FPGA from the Virtex-7 family, sorting in hardware networks is slightly
faster, but the difference is negligible;

• Using larger blocks (2048 vs. 1024) allows sorting in point 4 (see the beginning of
this section) to be faster by a factor ranging from 1.2 to 1.8. This is because the
depth of software merges is reduced by one level.

The next experiments were done extracting the maximum and the minimum sorted
subsets. We found that the acceleration is better than in Figures 14 and 15 for data sort-
ing. This is because the number of data transferred through PCI express is significantly
decreased and almost all operations are done in the APSoC/FPGA. We implemented and
tested the circuit shown in Figure 7 in the PL of APSoC, which takes data from the DDR
memory and extracts the maximum and minimum subsets with Lmax/Lmin data items,
where Lmax/Lmin varies from 128 to 1024 (as before M = 32, L varies from 2 KB to 1024
KB). Table 1 presents the results for Lmax/Lmin = 128.

Table 1. The results of experiments extracting the maximum/minimum subsets

Data (KB) Time (µs) Data (KB) Time (µs)
2 70 64 254
4 75 128 425
8 89 256 916
16 112 512 1543
32 157 1024 3535

For some practical applications the maximum and/or minimum subsets may be large
and the available hardware resources become insufficient to implement the circuit from
Figure 7 [54]. The problem can be solved by applying the following technique. Let lmax

and lmin be constraints for the upper and lower parts of the sorting network in Figure 7,
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i.e., circuits with larger values (than lmax and lmin) cannot be implemented due to the lack
of hardware resources or for some other reasons. Let the parameters for the maximum
and minimum subsets be greater than lmax and lmin, i.e., Lmax > lmax and Lmin > lmin. In
this case, the maximum/minimum subsets can be computed incrementally as follows [54].

1. In the first iteration the maximum subset containing lmax items and the minimum
subset containing lmin items are computed. The subsets are transferred to the PS (to
memories). The PS removes the minimum value from the maximum subset and the
maximum value from the minimum subset. This correction avoids the loss of repeated
items in subsequent steps. Indeed, the minimum value from the maximum subset (the
maximum value from the minimum subset) can appear in subsets that are generated
in point 3 below, and they will be lost because of filtering (see point 3 below).

2. The minimum value from the corrected in the PS maximum subset is assigned to Bu.
The maximum value from the corrected in the PS minimum subset is assigned to Bl.
The values Bu and Bl are supplied to the PL through a general-purpose port.

3. The same data items (from memory), as in point 1 above, are initially filtered [55] so
that only items that are less than Bu and greater than Bl are allowed to be processed,
i.e., computing sorted subsets can be done only for the filtered data items. Thus, the
second part of the maximum and minimum subsets will be computed and appended
(in the PS) to the previously computed subsets (such as the subsets from point 1).

Points 2 and 3 above are repeated until the maximum subset with Lmax items and the
minimum subset with Lmin items are computed.

If the number of repeated items is greater than or equal to lmax/lmin, then the method
above may generate infinite loops. This situation can easily be recognized. Indeed, if
any new subset becomes empty after the corrections in point 1 above, then an infinite
loop will be created. In this case, we can use the previously described method based on
software/hardware sorters (i.e., sorting in hardware and subsequent merging in software).
Thus, data items are sorted before the desired number of the largest and/or the smallest
items are taken.

Table 2 presents the results for larger numbers of data items in extracted subsets (from
128 to 1024) for L = 256 KB.

Table 2. The results of experiments with extracting subsets with different
number of data items

Data Time (µs) Data Time (µs)
128 + 128 916 640 + 640 4481
256 + 256 1808 768 + 768 5372
384 + 384 2698 896 + 896 6261
512 + 512 3589 1024 + 1024 7152

The developed software and hardware can also solve higher level tasks. As examples,
we considered creating objects in software for further clustering and finding the frequency
of occurrence of data items in hardware. The attributes of any individual object are gen-
erated randomly in software within a given range. Objects and attributes are associated
with rows and columns of a matrix. Clearly, the Hamming weight of any row r indicates
how many times the attribute associated with r appeared in different objects (associated
with columns). Two tasks are solved in the PL: 1) calculating the Hamming weights
using the methods and tools from [2]; and 2) sorting the Hamming weights with the aid
of the methods described above. The sorted values are used to simplify solving different
problems from the scope of data mining.
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Finding the item that occurs most frequently can be done entirely in hardware. Suppose
we have a set of L sorted data items which may include repeated items and we need the
most frequently repeated item to be found. This problem is solved in the hardware circuit
proposed in [2]. Thus, combining the proposed solutions with the circuit [2] enables the
complete problem to be solved.

6.2. Comparisons with the best known alternatives. Comparisons with the best
known alternatives can be done by analyzing the fastest known networks. For data sorting,
the latency and the cost of the most widely discussed networks are shown in Table 3. The
formulae for the table are taken from [1,23,25,26,32]. For example, if N = 1024 then the
latency is equal to D(1024) = 55 for the fastest known even-odd merge and bitonic merge
networks [28,29], which is smaller than the number of iterations for the proposed network.
However, C(1024) for the less resource consuming even-odd merge network is 24,063 C/S
and for the proposed network C(1024) = 1023 C/S. Thus, the difference is a factor of
about 24. It means that with the same hardware resources, the proposed networks can
process blocks of data with significantly larger number N of data items. Indeed, the
resources C(1024) = 24, 063 of the known even-odd merge network are the same as for 24
proposed networks each of which sorts the same number of data items, i.e., 1024. This
means that the proposed network occupies less than 5% of the resources of the known
network and the number of sorted items is exactly the same.

Table 3. Cost C(N) and latency D(N) of the most widely discussed networks

Type of the network C(N) D(N)
Bubble and insertion sort N × (N − 1)/2 2 × N − 3
Even-odd transition N × (N − 1)/2 N

Even-odd merge
(
p2 − p + 4

)
× 2p−2 − 1, N = 2p p × (p + 1)/2, N = 2p

Bitonic merge
(
p2 + p

)
× 2p−2, N = 2p p × (p + 1)/2, N = 2p

The proposed network (see Figure 4) N − 1 ≤ N

The experiments done for the board [8] have shown that for the networks [28,29]
N ≤ 128, while for the proposed networks N > 2048. Thus, the proposed networks
may handle about 16 times larger blocks. The blocks created in hardware are further
merged in software, thus the number of levels in software will be increased in the known
networks by a factor of ⌈log2 16⌉ = 4 (comparing to the proposed network). The following
experiments were done:

1. Blocks with two sizes (that are 128 and 2048 32-bit words) have been sorted in software
using the known (for the size 128) and the proposed (for the size 2048) networks. The
measured times are T128 and T2048.

2. Since the known networks cannot be used for N = 2048, the same results have been
obtained through a subsequent merge in software of blocks with N = 128 to get blocks
with N = 2048. The measured time is T128 + Tmerge.

3. Finally we measured the value (T128 + Tmerge)/T2048. The fastest method was used i.e.,
pre-sort in the PL with subsequent merge in the PC (see Subsection 6.1). The result
that was an average of 64 runs exceeds 5. Note that additional delays appeared also
in data transmission through PCI-express of smaller blocks of data items.

For subsequent merging required for larger data sets all the conditions for the proposed
and known methods are the same. Thus, the proposed methods are always faster because
merging in software begins with significantly larger pre-sorted blocks. Clearly, threshold
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values for maximum sizes of sorted sets are the same as for general-purpose software
running in a PC.

Comparison of the proposed methods for extracting the maximum and minimum sorted
subsets with the results in [53] demonstrates that the proposed method permits signifi-
cantly larger subsets to be constructed. Indeed, the maximum size of extracted subsets
in [53] is only 8 items and the maximum size of initial set is only 256 items. The size of
each item is 10 bits. This is because the methods [53] are based on even-odd merge and
bitonic merge networks for which the complexity of the circuits, i.e., the value of C(N),
is limited. In our case, the maximum size of extracted subsets is 1024 (which exceeds the
size of initial data sets in [53]) and the size of initial set is up to 1024 KB. The size of
each item is 32 bits (versus 10 in [53]). The conclusion is the following: 1) the proposed
methods enable data sets with significantly larger numbers of items to be processed; 2)
the size of the extracted (minimum, maximum, or both) subsets may be increased in the
proposed networks; 3) the performance (throughput) for processing large subsets in the
proposed methods is better because complex tasks cannot be entirely solved in hardware
using the methods [53] and the necessary software introduces large additional delays.

7. Conclusions. The paper is dedicated to distributed computing systems that involve
higher level computers (such as a PC) interacting with programmable systems-on-chip
through a PCI-express bus. We studied different levels of such systems, namely higher
level software running in the host PC, data transfer through PCI-express, lower level
software running in ARM of a programmable system-on-chip, and hardware accelerators
implemented in the programmable logic. It is shown that sorting and searching are com-
mon operations in different types of data and information processing. We found the fastest
way to implement such operations and suggested numerous supplementary operations that
are common to different computing systems. A number of hardware accelerators were pro-
posed, all of which were completely implemented and tested in commercial computers and
microelectronic devices. The practical analysis consisted of numerous experiments using
the most recent all programmable systems-on-chip combining a processing system with
configurable logic. The experiments comprehensively demonstrated that the proposed
multilevel solutions outperformed software running in a PC by a significant margin. It is
also shown that the networks proposed can be used in numerous practical applications in
control engineering and applied informatics.
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