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ABSTRACT. A new estimation method using singular pencil models for parameters, states
and time delay is presented in this paper. The method describes a discrete system with
time delay by using singular pencil models. By means of the observable canonical form,
it is very easy to separate the states with the parameters which contain the time delay
information. Thus, joint estimation of the parameters, states and time delay has become
feasible by an ordinary Kalman filter for noise known and an extended Kalman filter for
noise unknown. Simulation results exhibit the validity of the method.

Keywords: Singular pencil (SP), Joint estimation, Observable canonical form, Time
delay

1. Introduction. Singular pencil model (SPM), as a unified representation of state space
and polynomial input-output models, has broad applications in control (predictive con-
trol [1], self-tuning control [2]), fault diagnosis [3] and other aspects [4]. It also has
much potential for analysis, optimization and identification of different systems, linear or
nonlinear, proper or improper [5].

The problem of joint estimation of parameters and states has received great atten-
tion in recent years. Different estimation methods have been successfully utilized in
linear or nonlinear systems [6-17,24,25]. For example, Kabouris and Georgakakos used
the linearized maximum likelihood (LMI) method to simultaneously estimate the acti-
vated sludge states and parameters from noisy process measurements [11,12]. Tulsyan et
al. considered simultaneous state-parameter estimation problem for nonlinear stochas-
tic systems by using Bayesian approach [13]. Rajaraman et al. proposed an observer
design methodology for a class of nonlinear systems by means of augmented states and
Kharitonov’s stability theorem [14]. Sliding mode technologies have also been utilized in
the states and parameters estimation problem. By introducing an extended state vec-
tor, Basin and Rodriguez-Ramirez transformed the original problem into a sliding mode
mean-square and mean-module filtering issue [15]. Rao et al. solved the ‘sensorless’ con-
trol problem for induction motors by designing two observers which were connected to a
first- and second-order sliding mode [16]. Although many achievements have been made
in joint estimation of parameters and states in recent years, full consideration of the joint
estimation of parameters, states and time delay with singular pencil models has not been
reported in the literature. In fact, joint estimation of parameters, states and time delay
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has a good prospect in the situation that the time delay cannot be easily measured, espe-
cially for the coupled MIMO systems in which only some of the inputs are with time delay.
This motivates us to develop an estimation technique, taking account of the time delay
information. In this paper, a new estimation method of parameters, states and time delay
based on singular pencil models is presented. By using the canonical form, the states and
the parameters which contain the time delay information can be easily separated. Thus,
the simultaneous estimation of parameters, states and time delay has become feasible.
On-line joint estimation of parameters, states and time delay has a broad prospect of
application because of its linearity.

The main contributions of the paper are as follows:

(a) Using singular pencil models, clearly describe a multi-input and multi-output (MI-
MO) system with multi time delay. Although the state augmentation technologies as
paper [14,15] shows are utilized in this paper, the singular pencil model based estimation
methods are different tools which can express distinct formulas with uniform format. So
the MIMO system with multi time delay can be easily presented with singular pencil
model.

(b) Using the observable canonical form, separate the states with the parameters con-
taining the time delay information for joint estimation. We first established the connec-
tions between the states and the process output in present time. Then the state variables
in the next time are described by the current process input and the current states. There-
fore, the states, parameters and time delay can be connected with input-output data by
using the observable canonical form which can be easily transformed into the singular
pencil models for estimation.

(c) Jointly estimate the states, parameters and time delay with singular pencil models
for noise known and noise unknown. This part of contribution is an extension of the work
of Chen et al. [4] in which only the estimation of states and parameters are presented. We
fully considered the states, parameters and time delay information in different situations
such as single-input single-output system, and multi-input multi-output system with multi
time delays and made the corresponding derivation.

(d) Edit Chen’s algorithm [4] of the extended Kalman filter, and make the recursive
rate improve much better.

The paper is organized in seven sections. In Section 2, an introduction to the singular
pencil models is given. In Section 3, the description of systems with time delay in the form
of singular pencil models is developed. In Section 4, joint estimation of parameters, states
and time delay by using Kalman filter is described, and in Section 5, useful transformations
have been discussed. In Section 6, simulations are given, and in Section 7, the conclusions
are drawn.

2. Preliminary. Singular pencil model [17-19] is a unified expression of dynamic systems
with the form

[ E-FD G]Lﬂ:o (1)

where x € R" is the internal variable vector which also refers to an auxiliary variable
vector or a state variable vector, and w € RPT™ is the external variable vector. E, F are
(n+p) x n matrices, G is (n+p) X (p-+m) matrix and D is a linear operator. This form of
model is sometimes also referred to as a generalized state space model, a descriptor system
and other addresses. D can either be the Laplace operator s for continuous systems or
the forward shift operator z for discrete systems.
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Here are the two commonly used representations which can be formulated by singular
pencil models. One is the state-space model [1]

A—Iz 0o BJ]| ™
¢ -1 p||%w|=0 @)
Up

where uy, is the input vector, yj, is the output vector, and (A, B, C, D) are the state-space
matrices.
The other one is the polynomial input-output model of the form [5]

—Iz —A, | B,
I
_ _ yr | =0 (3)
—Iz : : U
I | -4y | By

which can be used to represent the class of auto-regressive moving average (ARMA)

models of the form [2]
Z Aiz”’iyk = Z BiZmiiuk (4)
i=0 =0

where A; and B; are matrices and z is the forward shift operator.

In addition, SP models can also be used to nonlinear systems, optimization, identifi-
cation, controller design and other aspects because of their characteristics of unification,
simplicity and generality [2]. Readers can refer to literature [1-5,17-19] and references
therein.

3. Singular Pencil Models with Time-Delay. In this section, a new estimation
method of parameters, states and time delay based on singular pencil model and ob-
servable canonical form [20] together with the core idea of the method is presented. The
main contribution of the method is as follows.

First, the parameters, states and time-delay information are included in an ARMA
model by extending the state. Second, the ARMA models are transformed into the
observable canonical forms which establish the connections between the input-output and
the states to be estimated. Then the state and parameters are separated by using the
SPM. Thus, the states, parameters and time-delay can be simultaneously estimated.

Let us consider single-input single-output (SISO) and multi-input multi-output (MIMO)
system separately.

3.1. SISO system with time delay. The SISO system with time delay can be described
in discrete form

ANy k) =2""B (") ulk)+C (z7") e (k) (5)
where d = [7/Tp], d are steps of delay, 7 is delay time, Ty is sample time, and e(k) is
assumed to be a zero mean white Gaussian random noise sequence with covariance R

(R >0).

Az =1l4az '+ 4a,1z2 "V +az" (6a)
Bz ) =biz7 bz by T b (6b)
Cz)=14cz""+ -+ Cno1z” D g (6c)

Extending the states x € R"*¢, the system with time delay can also be written in the
following discrete form

A (z’l) y (k) = B (z’l) u(k)+C (z’l) e (k) (7)
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where

A () =1+amz"+ -+ n12" "D a2 a2 ) 4o

by D g () (8a)
B (z7") =biz bz + bpo12” D L b2 by 2D (b)
+ bn+d,127(n+d71) + bn+dzf(n+d)
C (z7)=1+cz "+ 4+ Co12” D L™ ez D X
+Cppaaz MY 4o g (0FD) (8c)

From the above Equations (5) and (7), if delay does exist in the system, some items of b;
in Equation (8b) must be equal to zero. For example, by =0, by =0, ..., b4 =0, bgy1 # 0
then can be extracted from Equation (8b). Therefore, Equation (7) can be modified in
the following form

ANy k) = 1B () uk)+C(z7") e (k) (9)

where
B (z_l) = b2 F baoz 24 F bpracr 2" F bpigz (10)
If bgy1 = b1, bayz = bay o buga 1 = bn1, bugg = bny Gny1 = Ao = ... = Apya = 0,
Cnil = Cny2 = ... = Cypq = 0, then Equation (9) becomes Equation (5). Look at the

b; in Formula (8b) from left to right, i.e., in the incremental order of i, the numbers of
coefficient before the first non-zero one are the steps of delay. Therefore, the time delay
T can be estimated by 7 = d*T}, in which T} is sample time.

Equation (7) can be written in observable canonical form (11a) (11b).

el ) 1000 0 0 e | [ e @)
Tnya1 (k+1) o S _ n_+d_1 Tnya1 (k)
Tp+1 (k + ].) 0 0 .00 0 0 —Ap+1 Tn+1 (k)
T, (k+1) =10 0 -~ 10 0 -+ 0 —ap zy (k)
Tn-1 (IC + 1) 0 0 .- 001 0 .- 0 —Qp—1 Tn-1 (k)
z2 (k +1) 0 0 00 0 0 —a 72 (k)
A R 00 0 Lo LB
[ bn-i—d | I Cn+d ]
bptd—1 Cnt+d—1
bn+1 Cn+1
+ by, u (k) + Cn, e (k)
bn—l Cn—1
bg Co

(11a)
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Tntd (k)
Tnyd (k)

xn+; k
y(k)=[0 0 -~ 000 --- 0 1] xn(lg)) +e (k) (11b)
$n,1(k)

From Equations (11a) and (11b), it can be seen that y(k) is the function of z(k) and
e(k), and z;(k + 1) is the function of z;(k), and e(k), i.e.,

y (k) =f(zi(k),e(k), zi(k+1)=f(:(k),u(k), e(k))
Thus, x;(k + 1) is the function of y(k), u(k) and e(k), i.e.,
ri(k+1)=f(y(k),u(k),e(k)), i=12,...,(n+d)

where, f((e)) is the function of (e).

Then Equations (11a) and (11b) can be modified in the form of a singular pencil model
as follows

F 2 0 0 0 0 - 0 0| —ania | buosa | cnra Tntd (k])g
1 —z -+ 0 0 0 - 0 0| —Gurde1|bprde1 | Crnpd1 Tntd-1 (k)
Tn41 (k)
0 0 .. -2z 0 0 -~ 0 O —Qpt1 bp+1 Cnt1 ZTn (k)
0 o --- 1 —2 0 .-~ 0 0 —ap, b Cn 1 (k) —0
0 0 s 0 1 —zZ - 0 0 —Qnp—1 bn,1 Cn—1 : o
. . . . . . 2a (¥
0 0 - 0 0 0 . —z 0] -a by C2 o ((kk))
0O 0 - 0 0 0 - 1 —z| -a by e Z(k)
"0 o0 --- 0 0 0 --- 0 1 —1 0 T
L e(k) ]

(12)

From Equation (12), the parameters and the states have been separated. Then, the

parameters, the states and the time delay can be simultaneously identified by an ordinary

Kalman filter for exact noise statistics or an extended Kalman filter for arbitrary noise

statistics. If the parameters have no relations with the system, the corresponding items
in identification will be equal to or approximate to zero (see Section 4).

3.2. MIMO system with time delays. For a clear description, consider a 2-input and
2-output system with time delays. u; has two steps of delay. uy has one step of delay.
The system can be described in auto-regressive moving average (ARMAX) model.

10 G111 A112 - G121 A122 - @131 G132 -
+ 2L 272+ 273
01 G211 A212 221 A222 231 (232

# [ e ] [0 0]
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biir bii2 . bio1 b1 -2 biz1 bise
= + z °+

{ { ba11 baro baor  bago bag1  baso
bia1  biao —4 Uy (k) 10 C111

+ z + +
[ baar  basa uy (k) 01 €211
+ C121 C122 52 + €131 C132 53 + Ci41 Ci42
C221 C222 C231 (€232 Co41 C242

b212 - b121 - b221 - b142 - b242

0.

|1

where a131 = ai32 = G231 = Q232 = Q141 = Quag = G241 = Q22 = 0, b1y = b2 = bany
0, c131 = €132 = €231 = C232 = Ci41 = Ci42 = Co41 = C242

-

C112
C212

] zt (13)
€1 (k)
€9 (k)

|

Equation (13) can be rewritten in observable canonical form as follows

_$1(k+1)- 0 0 O —CL141I
T (k—|—1) 1 00 —a131
T3 (k—|—1) 010 — Q121
Ty (k"—].) - 0 0 1 —alil
zs(k+1) | [0 0 0 —agu
Tg (k—|—1) 0 0O —ag31
T (k"—l) 0 0O — Q9221

_.Z'g(k"—l)_ _O 0 0 —Q211

[ biay 1 biap ]
b131 : b132
bi21 | b122
bi11 ! b112
T B b {
b231 | b232
baa1 | 222
| b211 ! baro
w(k) ] [0 00 1,00
[ Y2 (k) ] - ['(_) 00 0'0 0

0 0 0 —a142 ] -l‘l(k) ]
: 0 0 O —a132 i) (k)
: 0 0 —ajg T3 (k)
:_0_ _0_ _0_ G112 T4 (k)
0 0 0 —a242 Ty (k)
: 1 00 —a9232 Te (k)
: 010 —Qa922 xT7 (I{?)
!0 01 —a9212 _l'g(k)_
[ Cat + Quan 1 Gl + Qe ]
Ci31 + Q131 | Ciz2 + Q132
C121 + @121 | C122 + G122
uy (k) } 4|t o eny Fans { er (k) }
uy (k) C241 1 Q241 1 C242 + G242 ey (k)
Co31 + Q231 | C232 + G232
C221 + G221 | Caz2 + G222
[ C211 + G211 ! C212 + Q212
(14a)
- (k) ]
2 (k)
) 0] ek
0 0 a4 (k 1,0 e (k
b‘i‘] e (k) | T [‘o‘gi } [ es () } (14b)
6 (k)
7 (k)
L T8 (k) J

From Equations (14a) and (14b), it can be seen

yi (k) = f(za (k) e1 (k)), ya (k) = f (5 (k), ez (K)),
v (k+1) = f (a5 (k) ,u12 (k) €12 (k) , z2(k+1) = f (z145 (k) ,u12 (k) , €12 (k)),
w3 (b +1) = f (w28 (k) ,ur2 (k) e12 (k) , ma (b +1) = f (w345 (k) ,u12 (k) 12 (F)),
w5 (k+1) = f(vag (k) ,ur2 (k),e12(k)), z6 (k+1) = f (va5s k), ui2(k),e12(k)),
r7 (k+1) = f(za6s (k) ,u12 (k) €12 (k) , x5 (k +1) = [ (xa78 (k) ,u12 (k) €12 (K)).
Thus,
T34 (k+1) = f(y12(k),u12(k), ez (k)),
Ts5678 (k+1) = f(y12(k),u12(k), ez (k))

where, f((e)) is the function of (e).
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Then the parameters and the states can be separated and they can be estimated based
on the SP model by using input-output data:

z1 (k)
2 (k)
[—2 0 0 0,0 0 0 0 |-a1 —aua|bi b | ciao | | z3(k)
1 -2 0 0 : 0 0 0 0 |—az1 —ai32|bizi bizz | c131 ci32 x4 (k)
0 1 -z 0,0 0 0 0 | —ai21 —aiz2 | biz1 bisa | c121 cC1ao x5 (k)
20 0 1 =21 0 0 0 0 ]-am_—auz|bin bz e cuz | | 26 (k)
0 0 0 0 ,—-2 0 0 0 |—au —G2|bui buz|ca1 cou2 xr (k) | 0
0o 0 0 O : 1 —z 0 0 |—a231 —ass2 | b3 boza | c231  Coso zg (k) |
0o 0 0 0,0 1 —z 0 | —az21 —a22 | baor b2za | c221  c222 y1 (k)
0O 0 0 0r"ro0o 0 1 —z | —aa1 —a22 | bai1 b2ia | 211 c212 y2 (k)
0 0 0 1.0 0 0 0] 1 0 [0 o071 0 ||wk
B O O s S S O e e )
€1 (k)
e2 (k) |
(15)
Note that in Equations (11a) and (12), the parameters @, 1, - .., Gnid, Cntty -« -5 Cnid

are definitely equal to zero and in Equations (13), (14a) and (15), the parameters a4,
@131, U241, U231, G142, 0132, (242, (232, C141, C131, C241, C231, C142, C132, C242, C32, are certainly
equal to zero, too. They do not need to be estimated anymore. This can make the matrix
smaller and easier to calculate.

4. Joint Estimation of Parameters, States and Time Delays. Kalman filter, whe-
ther the ordinary algorithm (OKF) or the extended algorithm (EKF) is not a new thing.
Readers can find the detailed presentations in [20]. In this section, we will give some
examples to discuss how to estimate the parameters, states and time delays step by step
by using the OKF and EKF following the work of Chen et al. [4]. To meet the demand
of joint estimation of parameters, states and time delays, we have done some necessary
alters and derivations.

4.1. Noise known. For joint estimation of states, parameters and time delay, w, =

[yt uf]T is assumed to be known. Using a column vector r to contain all the parameters
a;, by in A,, Ay, B., By, Equation (3) can be written as

{ Tr+1 = E*xk + G*wk - E*l'kj— G* (wk) r (16)
0= Eol’k + Ggwk = EOSL’k + Gg (wk) r— ka

where J = [I,)|0pxm], wp = [y,:f,uﬂT, G (wg) r = [—AL| B wg, Go (wg) r = [—Ag| Bo) wg
+Jwy, and the matrices G, (wg) and Go (wy) are established with the measurement yy
and wu; according to the known sequence of the corresponding parameters a;, b; in r.
The nuclear idea, for the joint estimation of the parameters, states and time delay, is to
separate the parameters to be identified a;, b; into the column vector r and to build the
matrices G, (w) and Go (wg) with the measurement gy, and ug. If random equation error
perturbations are considered, Equation (16) can be modified as follows

{ Tpi1 = Foxgy + G, (wg) r + Cley, (17)

0= Eyz, + Gy (wg) r — Jwy, + ey,

where e is a zero mean white Gaussian random noise sequence, and C, is a matrix of
noise parameters.
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If the system parameters are invariant, i.e., r = rp = r41, let the length of r be [, and
then the state space equations are

C.

yr = Hysp + e

(18)

The corresponding parameters in Equation (18) and the recursive equations of ordinary
Kalman filter are defined in Table 1.

TABLE 1. Parameters definition and recursive algorithm of Kalman filters

Ordinary Kalman filter [21] Extended Kalman filter [22]
T T
Sk [ a:Z rz ] 35{ 7"1? 77kT
~ E* é* é*
B G (w) (wg) (ex)
Fy 0 I
0 I
0 0 I

H;y, |: Ey GO (’wk) ] |: Ey GNO (wk) 0 ]

Ky | (FePHT +S) (HyP.H +R)™' =y P HT (Hy Py HT + Ry) ™'
Pk+1 FkPkaT-FQ—Kk (HkPng+R) K]? EkPkEg—Kk (HkPng+Rk) K,Z

Skt1 Fisr + Ky (yr — Hi ) Fy3x + K (yr — Hy51)

CiR
g i :
C.RCT 0
© { 0 0 } =20 -
E,-C.Ey G. (wk) —C.Gy (wk) C. (ek)
=g - 0 I 0
0 0 I
1) For SISO System with Time Delay:
T
k= | Tnta (k) Tpga—r (B) -+ apg (B) aa(k) wpoi (k) oo ma (k) a1 (k) ]
(19)
T

rk=1[n Gp_1 -+ a2 a1 bpya bpra—1 o0 bt by Doy - by b (20)

where ¢ is assumed to be a zero mean white Gaussian random noise sequence with
covariance R (R > 0). Equation (18) formulates a state space form of linear stochastic
system with state vector s,. For the singular pencil model with time delay, if the matrix
C, and the covariance matrix R of e, are assumed to be known, then (18) can be written
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specifically.
0 0 00 O 0 07
1 0 00 O 0 0
0 O 00 O 0 0
E.=10 0 10 0 0 0 (21)
0 O 01 0 0 0
0 O 00 O 0 0
o0 -~ 000 - 10] (n+d) x (n+d)
Measurement matrix
Go(wp) =[Y U ](n+d)><(2n+d) (22)

where Y, U are a matrix of (n + d) x n and (n + d) x (n + d), respectively.

Y is the output matrix. Because the states to be estimated are indirectly contacting
with the output, they can be established of the relationships by Equation (21). So the
corresponding part in Equation (22a) is equal to zero.

0d><n :|
Y = [ (22a)
_y (k) .ITLXTL (n+d)><n
U is the input matrix with elements input u(k) in the diagonal positions.
C, is the noise parameters matrix
T
C.o=[0 - 0 ¢ -~ ¢ ] (23)

Singular pencil model can describe the regular output equation with a uniform expression
where

By=[00 -- 000 - 0 (24)

1 ] 1x(n+d)
and

Go=[00 -+ 0 0] (25)

1Xx(2n+d)

2) For MIMO System with Time Delays:
Consider a two-input two-output system owning Equations (13), (14) or (15). Define
eight state variables

2 = [ws (k) a7 (k) 2o (k)21 (K)]" (26)

and the parameters matrix to be estimated

Tk = [a121, ai11, @221, G211, @122, 112, G222, 4212, D141, D131, D121, D111, D241, bazi, baoi, baiy,

I (27)

b1427 6132; b122; b1127 6242; b2327 6222; b212
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The matrix F, with the following form establishes relationships between the eight states

variables.

oo = O
— o O O
o O OO
o O OO
o O OO

1

o O OO
o O OO
O = OO
—_ o O O
o O OO

Construct the measurement matrix with input output variables

G*(wk):[n Y, Uy U2]

8x24

where Y7, Y5, Uy, Uy are a 8 x 4, 8 x 4, 8 X 8 and 8 x 8 matrix, respectively.

Y] is the output matrix which is a partitioned form

02)(2 | O
v —y1 (k) - Ioxa e
R T Oy
04x2 :

—U (/f) +Ioyo 8xd

Output matrix Y5 can be built in the same way

02><2 ; O
v —ys (k) - x| e
S O Oy
04x2 :

—Y2 (k) oo 8xd
U, and U, are input matrix which are diagonal forms

Ui = diag (ur (k) ,uy (k) , -+ ,ur (), w (k))8><8

Uy = diag (uz (k) ,ug (k), -+ ,us (k) , us (k))8><8

C, is the noise parameters matrix

. T
0 0 cio1 11110 0 21 cann
0 0 ci22 c112'0 0 cozn Co12

c.- |

The output equation can be rewritten by singular pencil model with

B=|00010000
100000001

and

- 00 --- 00
GO_{_(_)_(_)_'_'_'_(_)_(_)_]2x24

(28)

(29)

(20b)

(29¢)

(29d)

(30)

(31)

(32)

Then, one can use an ordinary Kalman filter to estimate the augmented state vector
Sk, i.e., states, parameters and time delay of the system, in the minimum error covariance

sense by applying the recursive equations in Table 1.
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4.2. Noise unknown. An algorithm for the simultaneous estimation of the state variable
Tk, system parameters 7, and noise parameters in C, and R was derived by Chen et al.
[4]. The algorithm can be implemented in the system with time delay. By editing some
items of the algorithm, the recursive rate can be improved.

Considering Equation (17), let C, (ex) be a row blocks matrix of the form

Coler)=[E1 By -+ Epn | (33)
where, E; is a p X ((n + d) x n) block diagonal matrix, i.e.,
0d><n ! !
k)l
E; = e
- C Oun
! Loe; (k) ) In><n
Applying the commutative law of multiplication, one gets
C*ek = é* (ek) Nk (34)

where 7 is a column vector including the non-zero parameters ¢; in C,. With Equation
(34), Equation (17) is formulated by

{ Sk41 = Fisy (35)

In this case, ¢ is unmeasurable but can be calculated by
€r = Y — HySy (36)

where Iy, §; are the values of z; and s, to be estimated at time k.

Applying the extended Kalman filter to the system with time delay, s; can be estimated,
that is to say, the states, parameters and time delay can be estimated under the condition
of unknown parameters of C,. The recursive extended Kalman filter algorithm is shown
in Table 1, where

. . 1 .
B = B+ —— (exé] - Ry 37
k+1 B \ GGk k (37)
Since Rkﬂ = R, = R is in the steady state, the recursive rate can be improved by
multiplying the item 1/(k + 1), a number greater than 1, that is

. A
Repy =Rt 15 (éké}f - Rk) , A1 (38)
From the equation above, it can be seen
lim Ry = Ry =R (39)
k—o00

So Equation (37) and Equation (38) are equivalent at the steady state. From Table
2, the simulation result of an SISO system with time delay can be seen clearly. When
A =1, k = 4000, the covariance matrix R = 8.0837. However, when A\ = 8, £ = 1000,
the covariance matrix R can be equal to 1.1283. The recursive rate has been improved
dramatically. From Table 3, an MIMO example, it draws the same conclusion.

Please pay close attention. A may not be too large, otherwise it will cause the algorithm
to not convergent. In experience, 1 < A < 10.
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5. Useful Transformations. For a state-space equation of an MIMO system, if it is
completely observable, then it can be transformed into an observable canonical form
through the following steps.

1) Step I. Transform the state-space equation into a row companion form (Agl), Bél),

C’él)), and acquire the structure parameters nq, ns, ..., n,, of the observable canonical
model.

m

Sn=n

i=1

2) Step II. Construct the linear transformation matrix 7y, and make TO_1 as the following
form

_ 1 )"t 1 )t
TO b= 6n17A§])6n17... ) <A§))> 6n176n1+n27‘4(())6n1+n27"' ) (A(())> €nitng;
(40)

AW 40)
€ni+not-tnms 40 Cnitnototnms T 0 €ni+natetnm,

3) Step III. Construct the observable canonical form
AP = AT
B = T,B" (41)
o = oy

If 6’52) has not been transformed into observable canonical form, it must do another
transformation for output vector z(k) and noise vector w(k), i.e., let Z (k) = Qo= (k) and
@ (k) = Qow (k), where Qg satisfies the following equation

CN'(EZ) = QOC(SI)TJ1

For the definition of row companion form and the detailed transformations, readers can
refer to [20,23].

6. Simulations. The pseudo random bit sequence (PRBS) signals are chosen as input
signals u (k) to sufficiently excite the systems with time delay. Two examples, each
representing a typical condition, are selected to exhibit the validity of the method. In
order to show if the estimated system is close to the simulated system, the comparisons
of step responses of the simulated and estimated systems are given for an SISO system
and an MIMO system respectively, without considering the noise.

6.1. Example 1. Consider an SISO system with time delay for noise parameters known
and noise parameters unknown.

(T+arz™" + a2 )y (k) =27 (bsz7 + baz?) u (k) + (L+ 127" + c227?) e (k)

where ap = —02, a2 = —024, b3 = ]_, b4 = 2, d= 2, C1 = ]_5, Co = 0.75.

In order to sufficiently explain the method, two extra states are selected. The estimation
results of parameters, states and time delay are presented in Table 2. The dynamic
processes of the estimated states and parameters of the SISO system are shown in Figure
1, and the comparison of step responses of the simulated and estimated systems is shown
in Figure 2.
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TABLE 2. Estimation results of the parameters, states and time delay for
example 1 (SISO)

exact noise statistics | arbitrary noise statistics
k 1000 1000 4000
A — 8 1
T4 —30.0065 —30.0425 | —30.0151
T3 14.9707 14.9770 —45.0676
To —20.5220 —23.8254 | —40.2507
xy —40.0262 —48.3994 | —30.4510
as (—0.24) —0.2396 —0.2404 —0.2397
ar (—0.20) —0.1995 —0.1991 —0.1993
by (2.00) 2.0004 2.0028 2.0010
bs (1.00) 1.0024 1.0044 1.0035
b2 (0.00) 0.0035 0.0020 0.0024
b1 (0.00) 0.0024 0.0007 —0.0001
2 (0.75) known 0.7357 0.4813
c1 (1.50) known 1.4801 1.2540
Ry 1.0217 0.9934 0.9844
Ri000 — 1.1283 —
Raio00 — — 8.0837

State Variables

Parameters in A
100 T T

50

5 10 15 20 25 30 o 20 40 60

0 20 40 60 0 100 200 300 400 500

FIGURE 1. The estimated states and parameters of an SISO system

6.2. Example 2. Consider a two-input two-output system with time delays under the
different conditions of noise parameters known and noise parameters unknown. wu; has
two steps of delay and u, has one step of delay. The system owns the same equation as
Equation (13) or Equation (14).

i a2 | _ 0 —1 (i1 G122 | _ 0 0
211 04912 0 15 ’ 9221 (A9292 0.25 1.0 ’
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aizr @132 | _ 0 0 (a1 Q142 | _ 00
231 G232 0 0] [ aza1 G242 0 0]’
biir biro _ 00 bia1  bia2 _ 00
bo11 bar2 0 0] | boat bono 0 1]’
biz1  bizo _ Lo biar  biaz _ 0 0
baz1  baso 0 0] [ boar boso -1 0]’
Ciin G2 | I 05 Ci2z1 G122 | _ 0 0
Co211 C212 1 0.5 ’ C921 (9292 0.5 0.67 ’
131 C132 | _ 0 0 Cia1 Cuaz | _ 00
€231 (232 0 0]’ | cor Cono 0 0]°
The estimation results of parameters, states and time delay are presented in Table 3.
We refer the system from inputs to y; as SUBSYSTEM 1 and the system from inputs to
Y2 as SUBSYSTEM 2. The dynamic processes of the estimated states and parameters of

the MIMO system are shown in Figure 3, and the comparison of step responses of the
simulated and estimated subsystems is shown in Figure 4.

6 T
5L -
4k _
0
-
b,
Sk o
—
=}
]
<
2L _
1+ —Sinulated System H
-=-Estimated System {Exact Noise Statistics)
«Bgtinated System (Arbitrary Noise Statistics, k=1000, A =8)
. i |~ ~Estinated System (Arbitrary Noise Statistics, k=4000, A=1)
0 5 10 15 20 25 30

Tine

FiGURE 2. Comparison of step responses of the simulated and estimated
systems (SISO)

From the estimated results in Table 2 and Table 3, it can be seen that the estimation
method based on SP models presented in this paper is very effective. The estimation
results display not only the higher recursive precision but also the higher recursive rate.

7. Conclusions. The systems with time delay can be described with singular pencil
models. By using observable canonical form, it is very easy to construct the systems with
SP models so as to separate the parameters, time delay with the states and exchange
the positions of parameters and input-output variables. Thus, the parameters, states
and time delay can be simultaneously estimated with an ordinary Kalman filter for noise
known and extended Kalman filter for noise unknown.
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TABLE 3. Estimation results of the parameters, states and time delay for

example 2 (MIMO)

exact noise statistics

arbitrary noise statistics

k
A
€
xrr
Ze
Z5
T4
€3
€2
Zy
a121 (0.00)
a1l (0.00)
as91 (0.25)
a1l (0.00)
a1929 (0.00)
ai112 (1.00)
a999 (1.00)
ao19 (1.50)
biar (0.00)
bi31 (1.00)
bia1 (0.00)
bi11 (0.00)
boar (—1.00)
bas1 (0.00)
baa1 (0.00)
ba11 (0.00)
bras (0.00)
brs2 (0.00)
bras (0.00)
br12 (0.00)
bass (0.00)
bas (0.00)
baga (1.00)
ba12 (0.00)
C121 (0 00)
C111 ( )
C221 (0 50)
C211 ( )
C122 (0 00)
C112 (0 50)
C92929 (0 67)
C212 (0 50)

Ry
Rigo0

Ro00

1000

0.0950
—15.1200
14.9467
3.0631
15.0592
—15.1453
—4.4237
27.6641
—0.0018
—0.0084
0.2509
—0.0064
0.0032
—1.0036
1.0094
1.5017
—0.0054
1.0036
0.0040
0.0003
—1.0058
0.0012
—0.0027
—0.0003
—0.0009
—0.0019
—0.0030
—0.0058
0.0019
0.0045
0.9965
—0.0013
known
known
known
known
known
known
known
known

1.0193, —0.0174
—0.0174, 0.9243

1000
8
1.8396
—16.9794
15.3045
—1.2706
26.6706
—26.7442
—0.6872
32.8543
0.0035
—0.1162
0.2510
—0.7795
0.1233
—0.9945
1.7821
1.5011
—0.1198
1.0003
0.0027
0.0038
—1.7778
0.0006
0.0048
0.0035
—0.0028
0.0090
0.0099
0.0008
—0.0002
0.0043
1.0075
0.0050
—0.0022
0.5401
—0.2785
0.0478
—0.0711
0.3292
0.2497
0.3377
0.9670, 0.0293
0.0293, 1.0982
1.5813, 0.1341
0.1341, 1.1873

4000
1
7.8305
—7.0481
—50.3144
67.7708
25.9516
25.9594
—69.2990
—7.0967
0.0050
—0.5202
0.2509
—0.7281
0.5308
—0.9924
1.7302
1.5013
—0.5217
0.9973
0.0025
0.0012
—1.7294
—0.0004
—0.0010
0.0009
0.0003
0.0054
—0.0001
0.0012
0.0007
0.0001
0.9996
—0.0005
—0.2998
0.1332
—0.1896
0.1019
—0.1684
0.3501
0.2532
0.4002
1.0041, —0.0136
—0.0136, 1.0343

6.0445, —1.4429
~1.4429, 2.9427
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FI1GURE 3. The estimated states and parameters of an MIMO system
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1

1

15
Time
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FI1GURE 4. Comparison of step responses of the simulated and estimated

subsystems (MIMO)

The recursive rate has been improved by editing some items of Chen’s algorithm [4].
Simulation results exhibit the validity of the method. It also easily implements the linear

control theory because of its linearity.

From the papers published in recent years, the estimation with addicted input-output
data [24] and the estimation of the dynamic delay [25] instead of the static delay are full
of challenge. Our future work will focus on these problems.
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