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Campus universitário I, João Pessoa – PB, Brasil
castro@cear.ufpb.br

Received June 2015; revised December 2015

Abstract. Techniques for the analysis and design of multivariable system controllers
in the frequency domain are used to verify the possibility of achieving robust control
using reduced-order decentralized controllers with the objective of robust stability of a
power system. In order to achieve robustness, the selection of the most effective signals
and inputs for application to the controllers is essential. Accordingly, two frequency
analysis techniques were used: relative gain matrix (RGM) and singular value analysis.
The proposed techniques were applied to a three-area load-frequency system. Finally, it
was possible to realize a first-order efficient controller that remains robust, even in the
presence of faults or disturbances. The controller used was an H∞ controller and the
optimization method applied was based on genetic algorithms.
Keywords: Power systems, Load-frequency, Robust control, Genetic algorithms

1. Introduction. The stability of an electric power system refers to the ability of the
components of the system to remain in equilibrium under normal operating conditions
and to achieve an acceptable steady state after being subjected to disturbances [1,2].
Electric power generation systems can lose stability owing to a lack of synchronism of
the generators. As the exchange power increases, electrical systems become vulnerable to
instability due to the resulting oscillations [3]. Such oscillations are harmful because they
not only limit the transmitted power but also increase the risk of unscheduled breaks in
the power supply. In addition, system security has a significant effect on electricity prices,
directly affecting the competitiveness of the system in the market [4].

Oscillatory stability is reflected by the existence of positive damping for all natural
oscillation modes of the system when they are excited by a small disturbance or even
normal load fluctuations [5]. Therefore, the damping of these oscillations is a prerequisite
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for safe operation of an electric system, and thus, a major concern for engineers and
operators [6,7].

For effective control of these oscillations, knowledge and analysis of factors such as the
nature, types, and frequencies of the most disturbing oscillations are essential. Linear
techniques for designing most controllers exhibit poor performance because they consider
neither the variations in operating conditions (e.g., variations in system parameters owing
to failures) nor the system dynamics. In recent decades, some researchers have adopted
robust control techniques that consider the inherent complexity of a system [8-11]. The
use of robust controllers and filters, especially the H∞ based design, enables us to realize
control that is close to that of a real system, with all its specificity in different segments,
and reduces the problem to a simple optimization problem [12,13]. However, in power
systems, such controllers are of a higher order (equivalent to the number of variables). To
address this issue, the model can be pre-reduced; thus, the order of the controller is also
reduced [9]. Hence, there is a need to improve control techniques for obtaining additional
models of controllers with lower order and higher efficiency in order to maintain system
stability.

2. Materials and Methods. The approach for developing the controllers can be de-
scribed as follows.

2.1. Signal analysis for decentralized control. A power system with n units, m
control inputs, and r output signals is expressed as

y(jω) = G(jω)u(jω)

where G(jω) is the transfer function matrix of the frequency responses (MFTfr).
One can achieve acceptable performance with limited inputs and outputs. Similarly,

one can define the “observability” of an OM as the contribution of the OM to the system
response.

For analysis of modal controllability and observability of multivariable systems in the
frequency domain, “singular values” of MFTfr are used; these are defined by

σi(G) =
√

λi(GHG) =
√

λi(GGH), i = 1, . . . , k (1)

where λi is the i-th eigenvalue of the matrix, GH is the conjugated and transposed matrix,
and k = min(m, r). Setting σ̄ as the supremum singular value, σ as the infimum, and
the relation γ = σ̄/σ as the condition number, the following interesting properties are
described [14,15]:

- σ̄ in the frequency of an EOM represents the degree of observability of the mode in
the system response and σ represents the degree of controllability of the mode. Weakly
damped and strongly observable EOM in the response signals shows large peaks in the
graphs of σ̄;

- the peaks of σ̄ are associated with system robustness. Robust systems have small peaks
of σ̄.

Consider the power system G(jω) with controllers H(jω), reference inputs R, and
disturbances d, as shown in Figure 1.

The following relation is obtained from Figure 1:

(I + GH)−1GR + (I + GH)−1Gdd (2)

where S = (I + GH)−1 is the sensitivity matrix and T = SG is the matrix transfer
function of the closed-loop system. These matrices are used for analysis of the controlled
system performance.
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Figure 1. Power system with controller

2.2. Frequency interactions. The matrix of relative gains (MRG) is important for the
analysis of multivariable systems; it is used with a previous selection of inputs and outputs
for decentralized control. The MRG is defined by

Λ(G(jω)) =

 λ11 · · · λ1m
... · · · ...

λr1 · · · λrm

 (3)

where λij = gijbji, with bji being the ji element of the generalized inverse matrix G,
defined as G+ = (GHG)−1GH for m < r, rank(G) = m or G+ = GH(GGH)−1 for r ≤ m,
rank(G) = r. It is known that λij is a measure of interaction between the input j and
the output i [15].

The MRG can be used for selecting the most effective input-output pairs. However,
the use of MRG alone for such a selection has some limitations. The main limitation is
the inability of the MRG to select the most effective output signals from a single unit,
for example, speed and electrical power in a generator [16], or, more generally, any signal
with respect to another.

A technique that combines the MRG and singular values for selecting the most effective
input-output pairs has been proposed for application to decentralized controllers [17]. This
technique has been proved to be very efficient and reliable for signal selection.

2.3. Decentralization. A set of inputs and outputs is completely decentralized if Λ(G) =
I. However, this equality only occurs if the matrix G is triangular, which is not the case
in power systems. However, we can accept as decentralized the set that yields the result
Λ(G(jω)) ≈ I for ω = ωc [13]. The crossover frequency ωc is defined as the frequency at
which σ̄ = 1, when σ̄ is decreasing.

The closer the result Λ(G(jωc)) is to the identity matrix, the more independent the
input-output pairs are; consequently, smaller interactions occur between controllers.

2.4. Input and output selection. Initially, all the input and output signals are used to
determine the MRG frequency ω = 0. Using this matrix, the ineffective signals or entries
that cause undesirable interactions are removed.

Next, as p controllers are sufficient to dampen the oscillation modes with a robust
control system, sets of p inputs and p outputs are created. Thus, these sets are tested to
verify the decentralization at the frequency ω = ωc. Sets with strong interactions between
units (weak decentralization) are discarded.
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Finally, the remaining sets are compared using singular values in order to select a set
with good decentralization and the highest controllability (largest σ) in the range of the
OM. This set is used for implementing the decentralized controllers.

2.5. Robust decentralized controller design. The controllers will be designed by
considering modeling errors. These errors, called uncertainties, occur because of the
exclusion of non-linear properties in the system model, changes in the parameters with
the load variations, and exclusion of dynamics of the generators, excitation systems, etc.
In this model, these errors are considered by taking multiplicative uncertainty reflected
in the output, as shown in Figure 2 [15,16], where ∆oWo(s) = (G′ −G)G−1 is the matrix
of related uncertainties and G′ is the real system transfer matrix. The diagonal matrix
Wo(s) represents the upper limits of uncertainties in the control channels corresponding
to W2W1.

Figure 2. Block diagram of the real power system

The goal is to design controllers to stabilize not only the nominal plant G(s) but also
the set of all plants defined by G′(s) = (I + ∆oWo)G(s)S ′ = (I + G′H)−1, which is the
actual system sensitivity matrix.

Uncertainty is introduced into the block diagram shown in Figure 1, and a separate
block ∆o representing uncertainty is created; the resultant diagram is shown in Figure 3,
where M(s) = −Wo(s)T (s)H(s), with T being equivalent to the product of the sensitivity
matrix system.

Figure 3. M∆ structure of the system

In general, the Wo(s) matrix is represented by ωo(s)I, where ωo(s) is a weight con-
sidering a single upper limit, representing the worst case, for all the associated control
channels. This weight is described by ωo(s) = (ζs + ζo)/[(ζ/ζ∞)s + 1], where ζo is the
uncertainty in the steady state, 1/ζ is the frequency where the uncertainty reaches 100%,
and ζ∞ is the magnitude of the weight at high frequencies.

Assuming that the matrix M and ∆ disorders are stable, the system in Figure 3, M∆,
is stable for all disturbances if and only if [13]

µ(M(jω)) < 1, ∀ω (4)

where µ(M) is the structured singular value of M.
It is known that µ(M) ≤ σ̄(M) and that equality occurs when the matrix of uncertainty,

∆, is full, which should occur in the case of modeling errors or exclusion of the dynamics of
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generators, transmission networks, etc. Therefore, the necessary and sufficient condition
for a robust stable system with σ̄(∆) ≤ 1, ∀ω, is given by

σ̄(M(jω)) < 1 ∀ω (5)

It is assumed that the controller is of a known structure (centralized and reduced order).
To achieve robustness, the parameters of the controller H(s) are set to solve the following
optimization problem:

min[sup(σ̄(M(jω)))] (6)

If, after minimization, the robustness established by (6) is not met, i.e., if the minimum
value of the result is equal to or greater than one, then the order of each is increased and
the optimization problem is repeated. It is noteworthy that sup(σ̄(M)) implies a higher
value or peak maximum of σ̄(M).

Some constraints may be introduced in the optimization problem. For example, the
parameters of the controllers should be adjusted between practical limits. In this study,
the parameters are always positive, and their relationship in the advance-delay stages
should satisfy 0.1 ≤ T1/T2 ≤ 10.

Consider M = ωoTH (negative sign does not affect the result). Then, (6) reduces to
σ̄(M) = ωoσ̄(TH) ≤ ωoσ̄(H)σ̄(T) < 1, or

σ̄(T ) <
1

ωo

· 1

σ(H)
∀ω (7)

which is the easiest condition to be verified.
Note that for any controller, a robustness check is performed by plotting different graphs

on the same scale and ensuring that the graph of σ̄(T) remains below the graphs of 1
ωoσ(H)

for all ω.
In terms of computational resources, the most practical procedure for designing the

decentralized robust controller is to adjust the parameters for the minimization of (6).
Then, it checks if (7) is satisfied. If so, we achieve robust decentralized control; otherwise,
we increase the order. In the present study, genetic algorithms were adopted to search
for the best results that fit perfectly to the conditions proposed in the problem, and
the possibility of obtaining a global minimum for the objective function ensures greater
robustness. While the method was carried out, the necessity to impose a constraint on
the value of the gain K was noted; such a constraint is defined as 0.4 < K < 1 to ensure
that all eigenvalues are negative, resulting in closed-loop system stability.

Genetic algorithms are search algorithms based on natural selection and genetic mech-
anisms; they apply genetic operators such as selection, recombination, and mutation to
individuals until the combination solution to the problem is obtained. Such algorithms
belong to the class of global optimization heuristic techniques, as opposed to methods such
as the gradient method (hill climbing), which adopts the derivative of a function to find
its maximum and is easily trapped in local minima [18]. It is a random search method,
and as such, it can generate different responses to the same function with the same set of
initial conditions. However, random searches that consider historical information to find
new search points are more likely to perform well [19].

3. Results and Discussion. In general, automatic control of a generation system occurs
through two channels: load-frequency (PF) and reactive power/voltage (QV). The basic
objective of QV control is to maintain the terminal voltage of the generator constant,
whereas the PF controller focuses on maintaining the same power output demand of
electric power, constant frequency equal to the standard, and constant exchange power
equal to the programmed value PF control [20], in contrast with QV control, is performed
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collectively, and it acts on all the generator control units in a control area [21]. Electric
power systems are usually large and complex with separate units distributed over hundreds
of kilometers and divided into several areas. We refer to the part of an interconnected
power system responsible for absorbing its own load variations as the control area [22].
In general, the borders of the control area coincide with the borders of an electric utility
provided that it possesses a good ability to generate and feed a significant load. Thus,
a load-frequency power control system of three interconnected equivalent areas was used
for illustration purposes.

The linearized model is described in [23], and the system is shown in Figure 4.

Figure 4. Three interconnected equivalent areas

The system state-space model is given by

Ẋ = Ax + Bu
y = CX

(8)

where
XT = [f1 XE1 PG1 Ptie1 f3 XE3 PG3 Ptie2 f2 XE2 PG2]
uT = [PC1 PC3 PC2 ]
yT = [f1 Ptie1 f3 Ptie2 f2]

where fi, XEi, PGi and Ptiei are the frequency, output signal of the velocity regulator,
mechanical power of the turbine, and turbo generator exchange power of the i-th area in
incremental values. Further, PCi is the regulator control input speed of the i-th area.

The system has three OMs whose associated eigenvalues are as follows: mode 1:
−0.1759 ± j3.0010; mode 2: −0.1199 ± j4.0102; and mode 3: −0.1893 ± j4.6410. It
was found that the three modes are of inter-area type; thus, it was recommended that
controllers be applied to the three areas to damp the three OMs.

The most natural way to manage a large system, such as a power system, is with the
application of decentralized control. Moreover, for the controller to be well accepted by
engineers and power system operators, a reduced order and easy adjustment are recom-
mended [24]. To improve the decentralized controller, representation with output com-
pound signals was considered as a resource used in practice, defined as follows:

yT
2 = |Ptie1 + Bf1 Ptie2 + Bf3 −Ptie2 + Bf2 |

where B is the bias factor in MW/Hz and the relationship Ptie + Bf with incremental
variables is called the area control error (ACE). Both ACE and the bias are widely used in
the literature as frequency control operators and for power system exchange. Typically,
0 < B < 1. Traditionally, one seeks to take the bias natural characteristic equal to
the combined area, i.e., Bi = 1

Ri
+ Di [21,22,25]. Thus, we adopted a typical value

B1 = B2 = B = 0.417 MW/Hz.
The signal MRG composition in ωc = 6 rad/s results in

Λ =

 1.063 − j0.036 0 −0.063 + j0.036
−0.004 − j0.003 1.004 − j0.103 0 + j0.106
−0.059 + j0.039 −0.004 + j0.103 1.063 − j0.142


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Figure 5. σ̄ and σ values of G2(jω)

Then, there is a composite signal with the input y2, which inputs u, resulting in pairs
with very good decentralization. The graphs of σ̄ and σ for y2 = G2(jω)u are shown in
Figure 5.

It is found that σ for G2 is superior in all frequency bands of the OM. Thus, the signals
y2 are selected for feedback. Note that even though the signals y2 are the most effective,
it could still be difficult to achieve robust control, because σ(G2) < 1 across the frequency
band. The controller chosen is of the type hi(s) = K(1 + sT1)/(1 + sT2) in each area,
with two identical controllers and a third with different parameters, in order to have a
generalized system and thus show that the model can be applied, regardless of the chosen
controllers, to yield a good response for low-order controllers. The controller parameters
are re-adjusted to minimize the M function and thus to reduce σ̄(T ). For this problem,
combinations of 20 individuals in 200 generations were considered; the usual values of
MATLAB R⃝ were taken. The results for the parameters were K = 0.4628, T1 = 0.001 s,
and T2 = 0.01 s for the first controller and K = 0.4, T1 = 0.0081 s, and T2 = 0.0099
s for the second controller. Thus, the parameters are close owing to the characteristics
of the areas that are very similar in a wide range. The graphs of σ̄(T ) for the obtained
controllers and of 1

ωoσ̄(H)
for ωo1 = (0.25s + 0.15)/(0.5s + 1) are shown in Figure 6.

Figure 6 shows that robust control can be obtained without high uncertainty using
decentralized controllers of the first order. The best results will be obtained with higher-
order controllers.

The effectiveness of the controller can also be demonstrated in the time domain. For
this purpose, the impulse response was obtained for the system and it was observed that
by applying the controller, the system attains the steady state faster. This can be seen by
comparing the results of Figure 7 that match the impulse response for the pair of input-
output ∆Ptie1 e Ptie1 + Bf1, without the controller (open loop) and with the controller.

With regard to the chosen optimization method, genetic algorithms also perform well
when used in robust H∞ control techniques, as shown by [26]. The difference between
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Figure 6. Graph of σ̄(T) and 1
ωoσ̄(H)

for the proposed controller

Figure 7. Impulse response

these methods and the proposed method is that the latter focuses on realizing a low-order
controller for an arrangement capable of maintaining acceptable performance even with
defects in one of the controllers or in the presence of faults in the system.

The proposed method is also compared with that described in [3], where the pattern
search method developed by Hooke and Jeeves [27] is used in an optimization problem
similar to the one presented in this paper. The results were quite similar, as shown by the
singular values in Figure 8. However, the genetic method has a much higher probability
of finding the global minimum; thus, it is a more reliable method for use in other systems.
Furthermore, the pattern search method is a search method with slower convergence as
compared to the genetic algorithm because it involves varying one variable at a time;
thus, it may become impracticable for larger systems.

For further comparison, the study was repeated using pure integrators ui = (Ki/s)yi

as controllers, as in the case of traditional control exchange. However, it was found that
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Figure 8. Singular values of the system for the obtained controllers using
pattern search with genetic algorithms

Figure 9. Robustness check using traditional control with Ki = 0.11

robust control can only be achieved with Ki < 0.11 (Figure 9). On the other hand, with
small Ki values and non-absorption of the OM, the system yields three real poles very
close to the origin and thus has a very slow response.

For other types of disturbances and faults, the methodology also responds satisfactorily.
When the power exchanged between the areas is reduced by 20%, it is still possible to
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Figure 10. Robustness check using Ptie = 0.80

achieve robustness, as shown in Figure 10. Thus, the model remains robust even if the
system is experiencing failures, thereby providing highly reliable control.

4. Conclusions. A method was proposed for designing robust controllers and achieving
decentralization as well as a low-order for a load-frequency system. In the proposed
method, the relative gains are used for pre-selection of inputs and outputs, leaving the
final selection to be performed with the use of singular values, which is appropriate and
efficient for application to the chosen load-frequency system, and is the key to facilitating
efficient choice of a low-order and decentralized controller. The methodology developed in
this study can be applied to any system, regardless of its size. This technique outperforms
traditional techniques of robust H∞ control, mainly in large systems, resulting in a lower-
order controller that is applied directly into the system without any reduction of the model;
moreover, input and output pairs can be selected simultaneously. This methodology is
based on bio-inspired optimization; thus, robustness can be achieved even in the presence
of disturbances. In addition, the optimization method used to minimize the H∞ norm
ensures a very high probability of finding the global minimum, resulting in the most
optimal controller possible. Furthermore, it can adapt to several electric system models
and not just a load-frequency system. It is also applicable to different types of controllers.
Thus, in summary, it is a highly reliable and competitive approach.
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