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ABSTRACT. Energy-efficient and reliable transmission of sensory information is a key
problem in mobile wireless sensor networks. The common sensor nodes can be easily
disturbed by the external environment, which will affect the measuring results, and an
appreciable quantity of redundant nodes will generally be deployed to resolve the problems
like node failure and inaccuracy of measurement. However, the collected original data
are highly redundant, and will consume too much energy during the transmission, which
will shorten the life cycle of network. Data fusion is an effective way for mobile wire-
less sensor network to lessen data communication between sensor nodes, decrease energy
consumption and extend network lifetime. In this paper, a new data fusion algorithm
for mobile wireless sensor network based on the extreme learning machine algorithm is
proposed, applying to realizing fusion of the collected original data based on the weights
and threshold of extreme learning machine algorithm. Simulation results show that the
algorithm proposed in this paper is capable of improving the efficiency of data fusion
and data transmission reliability, reducing network flow and energy consumption, and
extending the life cycle of network.

Keywords: Data fusion, Mobile wireless sensor networks, Extreme learning machine,
Efficiency, Reliability

1. Introduction. Internet of Things (IoT) is called the third wave of the world informa-
tion industry after computer and Internet [1]. As the important carrier of IoT promotion
and a key technology at the basement to extend the application of Internet and promote
pervasive computing, mobile wireless sensor network (MWSN) has attracted wide atten-
tion from specialists and scholars. Due to the demand of application, the sensor node
requires high-density deployment [2]. However, it determines that MWSN can hardly
transmit a great number of perception data since the node only has limited computing
power, restricted electric power supply, and small network transmission bandwidth. It
has been the important topic of the research on wireless sensor network to effectively fuse
the perception data to reduce network flow, improve use ratio of resources, improve fault
tolerance, and extend life cycle of network [3,4].

The specialists and scholars have carried out many researches on data fusion of wire-
less sensor network, and progresses have been achieved [5-10]. Nevertheless, most of the
algorithms of data fusion only consider the high efficiency of energy in the route, which
will easily cause network congestion due to the concentration of data transmission on the
route with minimum energy, and cause rapid consumption of energy on this route. More-
over, the algorithm complexity of the current data fusion algorithm will rapidly increase
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when the network scale increases, which is hard to meet the limitation requirements of
network resource of wireless sensor network.

According to the conclusion of the previous researches, a novel data fusion algorithm
based on swarm intelligence algorithm is established in this paper, which can carry out
theoretical calculation of the network energy consumption under different intensities of
fusion, and analyze network energy consumption and operation of network under different
fusion algorithms. It proposes to apply the weight and threshold value of BP neural
network optimized by firefly algorithm into the data fusion of MWSN, effectively extract
a small quantity of characteristic data in the original data collected by sensor nodes during
MWSN data fusion, and send to Sink, so as to improve the efficiency of data collection,
enhance the data transmission credibility of network, and extend life cycle of network.

Based on these considerations, in this paper we develop optimization-based extreme
learning machine for data fusion in large-scale mobile wireless sensor networks. The main
contribution of our work in this paper can be summarized as follows.

1). Characterize the issues of data fusion for mobile wireless sensor networks. Formalize
the problem of finding optimal mobile data fusion strategies as a network utility maxi-
mization problem with guaranteed network lifetime, latency and reliability.

2). Present a new data fusion algorithm based on extreme learning machine algorithm.

The rest of the paper is organized as follows. Section 2 discusses the related work.
Section 3 describes the basic principles of extreme learning machine method. Section 4
applies to realizing fusion of the collected original data based on the weights and threshold
of extreme learning machine algorithm. Section 5 provides the parameters setting and
simulation results which validate the performance of our algorithm. Section 6 concludes
the paper.

2. Related Work. Since data fusion technology has been a key point of research on
energy saving of wireless sensor network, many scholars have studied the fusion of multiple
sensor data. The typical LEACH (low energy adaptive clustering hierarchy) algorithm
fuses by collecting data nosed at the adjacent cluster head through dynamic cluster, which
has simplified the complexity of fusion algorithm to a certain extent [11]. In this algorithm,
high cost of clustered control overhead and energy consumption, and relationship between
the data dependency indicators and data volume after fusion is not analyzed in detail.

Cheng et al. presented a delay-aware network structure model for WSNs with in-network
data fusion. The proposed network structure model can reduce delays in data aggrega-
tion processes [12]. Chou et al. proposed a computational efficient method to compute
a weighted average of sensor measurements, which appropriately takes sensor faults and
sensor noise into consideration [13]. Tan et al. studied the scaling laws between coverage,
network density, and signal-to-noise ratio (SNR), and showed that data fusion can sig-
nificantly improve sensing coverage by exploiting the collaboration among sensors when
several physical properties of the target signal are known [14]. Luo et al. explored the
problem of minimum energy reliable information gathering (MERIG) when performing
data fusion. By adaptively using redundant transmission on fusion routes without ac-
knowledgments, packets with more information are delivered with higher reliability [15].
Baccarelli et al. studied the most relevant aspects regarding the fusion, storage, trans-
mission, and retrieval of sensors data, presented a power-efficient QoE sensors data fusion
and clustering [9].

In recent years, with the popularization of the statistical learning method and the de-
velopment of neural networks, the extreme learning machine method gets more and more
attention. Miche et al. presented the optimally pruned extreme learning machine (OP-
ELM) methodology. It is based on the original extreme learning machine (ELM) algorithm
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with additional steps to make it more robust and generic. The whole methodology is pre-
sented in detail and then applied to several regression and classification problems [16].
Yang et al. proposed a new learning bidirectional extreme learning machine (B-ELM)
algorithm, faster than other incremental ELM algorithms [17]. Bazi et al. proposed an
efficient classification method for hyperspectral images based on this machine learning
approach. To address the model selection issue that is associated with the ELM, we de-
velop an automatic-solution-based differential evolution [18]. Zhang et al. evaluated the
multicategory classification performance of ELM on three benchmark microarray data
sets for cancer diagnosis [19]. In [20], the authors proposed an image segmentation based
on extreme learning machine algorithm, which can separate the image white blood cells
from the complex background complete.

It can be seen that the data fusion algorithm in WSNs is not carefully addressed by
most of the energy efficient routing protocols above. In fact, it has very important impact
on many network metrics like energy consumption, routing overhead, and interference.
As is mentioned in [15], the authors presented the MERIG data fusion algorithm; they
mainly focus on theoretical study and proof of the optimal hop number. However, they
treat every node equally which is not true for WSNs since source and intermediate node
consume different amount of energy, as seen from energy model. Also, more simulation
work is needed since the real sensor network may not have such sensor nodes which are
corresponding to the optimal intermediate nodes. The authors in [9,13,14] only consider
energy consumption, not consider the latency and network load balance in their environ-
ment and do not provide further analysis.

Different from the above approaches, our work in this paper focuses on performance
optimization of data fusion and differs from the earlier work. The extreme learning ma-
chine algorithm is applied to the mobile wireless sensor network data fusion in this paper.
Learning machine is provided with generalization performance and relatively less ad-
justable parameters because of the introduction of kernel learning, and its structure does
not require tests for determination. Fusion method proposed in this article can improve
the efficiency of data integration and data transmission reliability, reduce network traffic
and network energy consumption and prolong network lifetime.

3. Extreme Learning Machine. In 2006, Professor Guangbin Huang from Nanyang
Technological University, proposed FEFNN-ELM algorithm on the basis of MP-GIM the-
ory [21,22]. ELM is a special type of single hidden layer feedforward neural network
(SHL-FFNN), and only hidden layer nodes have extended it to the universal SHL-FFNN
later. The algorithm determines output weight of learning network only by one step, and
compared with iterative algorithm, ELM greatly improves the generalization ability and
learning speed of the network.

Network training model of ELM uses the forward single hidden layer structure [23].
Supposed that m, M and n are network input layers, the hidden layer and the number
of nodes in output layer respectively; g(x) is the activation function of the hidden layer
neurons; b; is the threshold; assumed that there are N different samples (z;,¢;), 1 £ i < N,
and among it, x; = [1;1, T, . . ., Tim]T € R™, t; = [ti, tin, . . ., tin] © € R™, then the network
training model of ELM is shown in Figure 1 [24].

Network model of ELM can be expressed mathematically as:

L
Zﬁig(wi'fﬂmei):Oj, j=12,...,N (1)
i=1

In the formula, w; = [w;, wis, . . ., wim]T indicates the input weight vector connecting

the network input layer and the i-th hidden layer nodes; 3; = [3i1, Bi2, - - -, Bin] " indicates
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Ficure 1. Network training model of extreme learning machine

the output weight vector connecting the i-th hidden layer nodes and network input layer
nodes; 0; = [0j1, 02, - ..,04,]" indicates network output value [25].
Cost function E of ELM is expressed as

E(S,B) = Z loj — 1] (2)

In the formula, S = (w;, b;, i = 1,2,..., M) includes network input weights and hidden
layer node threshold. Professor Huang points out that training goal of ELM is to seek
the best S and § to minimize the error between network output value and corresponding
actual value, i.e., min(E(S, 5)). min(E(S, 3)) can be further expressed as

min F(S, 8) = wmin |H (wq, wa, ..., war, by, boy .o b, 1,20, .., zn) B =T (3)

In the formula, H indicates that the network hidden layer output matrix on samples;

B indicates output weight matrix; 7" represents the target matrix of sample set. H, S and
T are defined as follows:

H(wy,ws, ..., war,b1,ba, ..., bar, Ty, Toy oo TN)
glwi -z +b) - glwr -z +bu)
- : : (4)
glwy-zn +b1) -+ glwr-zn +by) 1y, o
] E
B=| : , T=, : (5)

el Ll

Network training process of ELM can be attributed to a nonlinear optimization problem,
and Formula (3) is the objective function. When activation function of hidden layer nodes
is infinitely differentiable, the network input weights and hidden layer node threshold can
be randomly allocated. Then the matrix H is a constant matrix, and the learning process
of ELM can be equivalent to resolving of least square solution B for minimum norm of
linear system H x [ =T, which is calculated as follows:

6=H'T (6)

In the formula, H' is MP’s generalized inverse of matrix H. After solving B, network
training process of ELM is completed.
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4. Data Fusion Based ELM for MWSN. In this paper, the data fusion technology is
applied to routing layer of mobile wireless sensor networks (MWSN), and ELM method is
introduced based on hierarchical routing protocol to propose a new extreme learning ma-
chine data fusion (ELMDF). It can greatly reduce the feature dimensions of transmission
data and improve the data fusion efficiency of MWSN.

Mobile wireless sensor network data fusion scene is shown in Figure 2. The MWSN has
the following properties.

1) N sensor nodes are randomly distributed in the monitoring area, and the nodes are
deployed to stop moving, and all the nodes are arranged in a unique ID number, which
can confirm their position coordinates.

2) Each node has the same type, the initial energy and data processing capabilities.
Limited node energy cannot add.

3) Sink moves at a constant speed, so as to collect the data on the cluster area.

(O Sensor Node (D) Route Node @ Cluster Node ([ Mobile Sink

Sink Path— — — —» Routing Path

FIGURE 2. Example of mobile wireless sensor network data fusion

ELMDF algorithm is based on the improved LEACH clustering routing protocol for
WSNs, and the optimal cluster-head is selected according to certain rules in entire wireless
network to form a stable cluster structure. In each sub-cluster structure, sensor nodes
within each cluster collect large amounts of raw data and transfer to the cluster-head
nodes after the head after pretreatment, and then they are sent to Sink nodes after data
fusion treatment inside cluster-head nodes. ELMDF algorithm is to handle the data
between sensor nodes within each cluster and cluster-head nodes using ELM. Data fusion
model diagram of ELMDF algorithm is shown in Figure 3.

When clustering structure of MWSN gets stable, before network enters into a stable
state of autonomous operating, ELM network model needs to be trained, thereby obtain-
ing corresponding network weights and threshold parameter values. Because MWSN has
finite and unavailable node energy, in order to minimize the energy consumption of sensor
nodes and to prolong the life of the wireless network, ELMDF will complete the training
of the neural network model within Sink node of mobile WSNs. Figure 4 is a flowchart
of implementation of ELMDF.
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FIGURE 3. MWSN data fusion model based on ELM
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v
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nodes localization
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Cluster head selection and
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¥
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Sink constructs the ELM model,
and gets the network parameters
for the training of sample data.

y
Sink put the ELM network
configuration parameters back
to corresponding nodes

Cluster head is fused with the
received information, then
transferred the data to Sink

FIGURE 4. Implementation of data fusion based on ELMDEF algorithm

After the initialization of the network, when the network node status is determined,
WSNs start conducting selection of cluster-head and establishing clustering structure,
then the cluster-head gets information of all cluster nodes, and after clustering structure
is stable, the cluster-head node sends information about all nodes within clusters to Sink.
Sink builds ELM network structure on the basis of the obtained network information, and
collects the network with training samples matching node information within clusters in
sample database, thereby getting relevant network parameters. Sink sends the parameters
(weights and thresholds) of the network layers to the corresponding cluster nodes. In this
way, WSN clustering structure can take advantage of the trained network model for data
fusion, and finally the processed data are transferred to Sink along the shortest path.
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TABLE 1. The process of the proposed ELMDF model

Input: the sample data
Output: the data fusion results of ELMDF

Step 1: The parameters are configured, such as the nodes security verification, network
initialization, node localization and number of hidden node of ELM.

Step 2: Data fusion model will be initialized under meeting the constraints of input
weights and threshold.

Step 3: Data fusion is assigned to initialize the ELM model, and the expected error is
calculated as the fitness of data fusion.

Step 4: Cluster head selection and the establishment of clustering region.

Step 5: The cluster head sends the Sink to the cluster node information table.

Step 6: Sink constructs the ELMDF model, training the sample data to get network
parameters (weights and threshold).

Step 7: The terminated condition is not reached, perform continuously.

Step 8: Sink sends the ELM network structure parameters to the corresponding nodes.

Step 9: Cluster head data fusion for the received information. Then transfer the fusion
data to Sink.

Steps for ELM-based MWSN data fusion: firstly, the best MWSN data fusion model is
constructed, and then the model is applied to MWSN to improve network fusion precision
and to prolong network lifetime. ELMDF-based MWSN data fusion algorithm is shown
in Figure 5.

The process for data fusion of mobile wireless sensor networks based on the extreme
learning machine is shown in Table 1.

5. Performance Analysis.

5.1. Simulation environment. In order to test the performance of the data fusion
algorithm proposed in this paper, we use MATLAB simulation software to analyze the
performance of wireless sensor network. The simulation platform uses MATLAB 2010(a)
simulation software, computer with win7 operating system, configurable processors Intel
core i3 processor, memory 4G, 32-bit operating system. The nodes randomly distributed
in the two-dimensional space of 1000 x 1000 m?, the sensor nodes scale 300. The number
of simulation round is 500, each sensor node has 10 packets from the source node to
the mobile Sink transmission, the initial energy of each packet capacity 4 kb. Mobile
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Sink is set to 50 J, Sink to 5 m/s speed uniform linear movement. The extreme learning
machine parameters are set as follows: the initial hidden layer node number is 10, the
number of hidden layer nodes is increased by 20, and the number of hidden layer nodes
is reached to 300. The implicit layer activation function of ELM is chosen to study the
hardlim function. In order to make the results more convincing, the results of this paper
are the average results of the 100 experiments. The simulation environment parameters
are shown in Table 2 [26].

TABLE 2. Simulation environment

Parameter Value
Network size 1000 x 1000 m?
Node number 300

Radius 80 m
VSink 5 m/s
Initial energy 1J
E. . 50 nJ/bit
Es 10 pJ/bit/m?
Epnp 0.0013 pJ/bit/m*
Data size 4000 bits

do VErs/Epp =87 m

In this paper, LEACH protocol [27], BP neural network [28], RBF neural network
[29] and extreme learning machine (ELM) of four kinds of data fusion algorithms are
compared.

e LEACH protocol: Data fusion algorithm based on clustering for mobile wireless
sensor network.

e BP neural network algorithm: Data fusion algorithm for mobile wireless sensor net-
works based on BP neural network.

e RBF neural network algorithm: Data fusion algorithm for mobile wireless sensor
networks based on RBF neural network.

e Extreme learning machine algorithm: Our proposed algorithm.

5.2. Performance analysis.

5.2.1. Network energy consumption. The total energy consumption of the sensor network
is defined as the energy consumption of the whole network sensor nodes. The total energy
consumption of the network is smaller, which shows that the network data fusion efficiency
is higher, the transmission data is less, and the network lifetime is longer. Taking total
energy consumption as a measure, the total energy consumption of the four algorithms is
shown in Figure 6.

From Figure 6 it can be seen that the energy consumption of the algorithm is less than
the other three algorithms of energy consumption, the energy consumption of the LEACH
protocol is the largest, the BP neural network is bigger, the RBF neural network is smaller,
and the extreme learning machine algorithm is the smallest. This is because in the data
transfer process, LEACH protocol does not carry out data fusion, with the extension
of time, energy consumption is growing dramatically, BP neural network, RBF neural
network and extreme learning machine algorithm using data fusion to reduce the amount
of data transmission, so as to reduce the excessive consumption of energy consumption.
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5.2.2. Network life cycle. The life cycle of network is one of the important indexes to
evaluate the performance of mobile wireless sensor networks. By comparing with other
schemes, the performance of the proposed routing protocol is evaluated in Figure 7. The
curve diagram of the main survival nodes on different routing protocols changed with the
increase of rounds was compared.

From Figure 7 it can be seen that, in the LEACH protocol, the time of sensor nodes run
out is 178th. In the data fusion of BP neural network, the time of sensor nodes run out
by 50% is 402nd. RBF neural network algorithm in the network running 500 rounds, the
node mortality rate is 43.3%, and the algorithm proposed in this paper is 16.7%. This is
mainly because the proposed algorithm considers the residual energy of MWSN and the
distance to Sink, and then passes the cluster head node to Sink, and the network energy
consumption is small. Taking the 500 rounds as an example, the network life cycle is
improved by 82.3%. Compared with the LEACH protocol, BP neural network algorithm
and the RBF neural network algorithm improve 87.3%, 38.3% and 26.2%.

5.2.3. Network load balancing. Load balancing is an important basis for judging the net-
work lifetime, and the load balance is essential to extend the life cycle of the entire WSNs.
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Load balancing factor (LBF) provides a convenient and effective assessment method for
network performance analysis. Lppr is defined as the reciprocal of sensing nodes (in-
cluding cluster head nodes) variance of members within the network, and among it, the
greater Ly pp is, the better the performance of the network load balancing, specifically

calculated as [25]:
Ne

(7)

Lipr = +;

. (xi —u)?

i=1
Among it, n. is number of WSN sensor node; x; is the number of sensor nodes of the

i-th cluster head member; u is the average number of nodes in all cluster head nodes. The

comparison in load balancing of three kinds of algorithms is shown in Figure 8.
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In Figure 8, with the increase of the simulation round, network load balances of the four
algorithms are increasing, and the load balance performance of the network is also better.
In addition, it can be seen that the best load balancing performance is the data fusion
algorithm of RBF neural network. Secondly, the BP neural network algorithm and the
LEACH protocol are also better. However, in this paper, the load balancing performance
is not satisfactory.

5.2.4. Sink received the data packets number. In the application of MWSN, the user re-
ceives the data from Sink to analyze and process the information to evaluate the monitor-
ing area. Therefore, it is of great significance to analyze the number of packets received
by Sink. The energy of sensor nodes is mainly consumed in data transmission, and the
number of packets received reflects the performance of the algorithm. Comparison of the
number of packets received for Sink is shown in Figure 9.

With the increase of the number of rounds, the number of received data packets of
the four algorithms is increased. In the LEACH protocol, the number of Sink receive
packets is reduced dramatically with the energy consumption of sensor nodes. BPNN and
RBF neural network data fusion algorithm receive the number of packets more than the
LEACH protocol. Data packets number received by proposed algorithm in this paper is
maximum, which is 118.4%, 29.1% and 10.9% more than LEACH protocol, BP neural
network and RBF neural network respectively.
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5.2.5. Network transmission latency. We use the transmission delay of successfully re-
ceived data packet to measure real-time performance of protocol. Transmission time of
data at source node is recorded as Ty, and the reception time at the Sink node is recorded
as T,.. The average transmission delay is as follows:

Ny

Ttrans — Nir ;(Tm - Tsz) (8)
Among it, NV, is the total number of successfully received packets. Network delay of four
algorithms is shown in Figure 10.

It can be seen that from Figure 10, with the increase of the number of rounds simu-
lation, data transmission latency increased significantly; this is mainly because with the
operation of the algorithm, fewer and fewer residual energy, conflict and retransmission
increase in the number, have greater transmission latency. However, transmission latency
of data fusion algorithm is smaller than those of BP neural network and RBF neural
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network. LEACH protocol is not characterized in advance, the data transmission latency
is the largest, and so the network transmission latency is the largest. Through statistical
calculation, compared with that of LEACH protocol, BP neural network and RBF neural
network method, the average transmission latency of ELM algorithm decreases by 88.9%,

39.8% and 12.5% respectively.

5.2.6. Data fusion efficiency. Data fusion efficiency reflects the performance of data fusion
algorithm, the higher the efficiency, the less the amount of network data transmission,
the less energy consumption, the higher the network lifetime and reliability. Therefore,
the efficiency of data fusion is an important assessment of the performance of this paper.
Data fusion efficiency comparison of our algorithms is shown in Figure 11.

Jx10°
sl |5 LEACH .
’ —+—BpP
1.6F “—RBF i
ELM
1.4} .

Data fusion rate

0 *
50 100 150 200 250 300
Number of nodes

FIGURE 11. Data fusion efficiency

It can be seen that from Figure 11, with the increase of network size, the fusion data
rate is gradually increased. This is due to the increase in the number of nodes, there will
be more neighbor nodes, and these nodes are transferred to the base station after data
fusion, which is caused by the increase of the fusion data, and can be seen from the graph,
this increase and the number of nodes is almost linear upward trend. After calculation,
data fusion rate ELM with LEACH protocol, BP neural network and RBF neural network
algorithm compared increased by 94.4%, 79.1% and 64.6%.

5.2.7. Network connectivity. For mobile networks, generally, continuous motion discretiza-
tion method is used to calculate the rate of network connectivity. For the network at a
moment, the method of node traversal is used to calculate network connectivity. Node
traversal method is to select an initial node, and directly connected nodes, binary-hop
connected nodes and three jumps connected nodes are searched from it in sequence, until
the node number connected to initial nodes is no further increased, and connectivity rate
is calculated as: N

!

Ncon - ; (9)
wherein, N; is the number of neighboring nodes in the communication range, n is the
number of nodes in the network. Comparison in network connectivity of four algorithms
is shown in Figure 12.
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As can be seen from Figure 12, with the increase of the simulation round number, the
network connectivity of LEACH protocol is low, and the fluctuation is very large, the
range is between 0.08~1, and the average value is 0.41. The data fusion method of BP
neural network is high, the range is between 0.42~1, and the average value is 0.74. The
data fusion method of RBF neural network is very high, and it is stable, and the range
is between 0.6~0.1, and the average value is 0.83. The proposed algorithm in this paper
is the highest, the overall stability, the range is between 0.8~1, and the average value is
0.95. Overall, the extreme learning machine data fusion algorithm has the best network
connectivity.

5.2.8. Network reliability. Integrated network reliability of R, is comprised of network
node connectivity reliability I;, network connectivity rate I, and network capacity I3.
The formula is:

Rper = 0.16671; + 0.51 + 0.33331;5 (10)

Network node connectivity reliability I; refers to the interconnected reliability of end-
to-end nodes, and the reliability matrix is calculated in line with the distance between
nodes particularly, and according to the reliability matrix and the random edge reliability
matrix sample, and then on the basis of Monte Carlo analysis, node connectivity relia-
bility value on average is obtained after 50 times. Network capacity I3 is the network
survival probability, and the network survival probability is usually obtained by divid-
ing the surviving node of network nodes by the number of all network nodes. Network
reliability comparison of four algorithms is shown in Figure 13.

As can be seen from Figure 13, the proposed algorithm is the best and the decrease
amplitude is smallest. Taking the network reliability of 0.8 as a reference, the LEACH
protocol of network reliability is reduced to 0.8 in the 150 round, the BP neural network
algorithm in the 305 round, the RBF neural network algorithm in the 400 round, ex-
treme learning machine algorithm proposed in 750 round, compared with the reliability
of LEACH protocol, BP neural network and RBF neural network higher than 77.1%,
58.2% and 43.5%.

In order to make the advantage of our work clearer, and compare the methods by each
metric, a summary on the comparison of performance comparison of different algorithms
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TABLE 3. Performance comparison of different algorithms

LEACH BP RBF ELM

Network energy consumption poor  general good  better
Network life cycle poor  general good  better
Network load balancing good good good  general
Sink received the number of data packets general  good good good
Network transmission latency poor  general good good
Data fusion efficiency poor  general general good
Network connectivity poor  general good  better
Network reliability poor  general good  better

is showed in Table 3. And we give four evaluation of the performance of the data fusion
algorithm, “poor”, “general”, “good”, “better”.

Overall, although the extreme learning machine data fusion method increases the calcu-
lation, it significantly reduced the amount of data communication, so as to improve mobile
wireless sensor networks life cycle and network reliability. In this paper, the proposed algo-
rithm can reduce the amount of network traffic and network energy consumption, prolong
the network lifetime and improve the efficiency of data fusion and data transmission
reliability.

6. Conclusion and Future Work. In this paper, a new data fusion algorithm of mobile
wireless sensor network based on extreme learning machine algorithm is proposed, apply-
ing the extreme learning machine method to realizing fusion of the collected original data.
Simulation results show that the proposed algorithm in this paper is capable of improving
the efficiency of data fusion, reducing network flow and energy consumption, enhancing
network reliability. In the data transmission process, the first need to find efficient rout-
ing data fusion, as well as data fusion operation, is likely to result in transmission of
data latency. Therefore, how to reduce the transmission delay caused by data fusion and
enhance the reliability of network is an issue needing further research and solution.
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