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ABSTRACT. In this paper an adaptive fuzzy variable structure control integrated with a
proportional-derivative control is proposed as a robust solution to the trajectory tracking
control problem for a differential wheeled mobile robot under effect of uncertainties and
disturbances. To minimize the problems found in practical implementations of the classi-
cal variable structure controllers, a fuzzy logic system replaces the discontinuous portion
present in classical forms of the variable structure controllers. This fuzzy logic system
does not require an offline tuning process and appears as a feasible tool to approzimate
any real continuous nonlinear system to arbitrary accuracy. Stability analysis and the
convergence of tracking errors are guaranteed with basis on the Lyapunov theory. Sim-
ulation and experimental results are explored to verify the effectiveness of the proposed
control strategy.

Keywords: Differential wheeled mobile robot, Trajectory tracking, Adaptive fuzzy vari-
able structure control, Uncertainties and disturbances, Lyapunov theory

1. Imtroduction. An important control problem for the autonomous robot locomotion is
the tracking of a given feasible trajectory parameterized in time with robustness despite
of uncertainties and disturbances (such as the parametric and structural uncertainties,
external disturbances and system limitations) [1-3]. Thus, this paper describes the design
of a simple and effective robust kinematic controller, for the differential wheeled mobile
robot, (DWMR) [4-6], based on the sliding mode theory.

Due to robustness properties against modeling imprecision, uncertainties and distur-
bances, the variable structure control (VSC) has become very popular and is used in
many application areas [7-10]. However, this control scheme has important drawbacks
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that limit its practical applicability, such as chattering and large authority control, which
deteriorate the system performance [11-14].

Researches have been developed using softcomputing methodologies, such as artificial
neural networks and fuzzy logic, in order to improve the performance and reduce the
problem found in practical implementations of VSCs [15-17]. In this paper, an adaptive
fuzzy variable structure control (AFVSC) is proposed and applied to avoiding the chat-
tering and to compensate the uncertainties and disturbances, since fuzzy logic systems
have been proven as a feasible tool to approximate any real continuous nonlinear system
to arbitrary accuracy [18].

[19,20] present adaptive sliding mode controllers for trajectory tracking. The results
shown in [19] are presented via simulation in an M shaped trajectory, while [20] presents
simulation and experimental results in a straight line trajectory and a circular trajec-
tory. [21] describes a fuzzy sliding mode control, with triangular membership functions
where the rules sets use the sliding surfaces and the derivative of the sliding surfaces as
input, and the fuzzy output is the gain bounded to the sign function of the sliding mode
controller. The results are displayed through simulation in circular trajectory. [22] pre-
sented an adaptive fuzzy sliding mode dynamic control with triangular input membership
functions and singletons as outputs. The inputs are the sliding surfaces, and the output
is a gain to replace the discontinuous function of the sliding mode control. The results
are shown via simulation and experimentation with a straight line trajectory and an S
shaped trajectory. Also in [23] it presented an fuzzy sliding mode control, with Gaussian
membership functions. The inputs are the sliding surfaces and the derivative of the sliding
surfaces, and the output is a gain that replaces the discontinuous portion of the sliding
mode. The results are presented via simulation in a circular trajectory.

The fuzzy sliding mode control presented in [24,25] uses triangular membership func-
tions. In [24] it used the tracking errors and the derivative of the tracking errors as fuzzy
inputs, and an adjustment of the sliding surface as fuzzy output with an M shaped tra-
jectory, while [25] uses the sliding surface as input, and the output is a gain to replace
the value bounded to the sign function in the sliding mode control with a straight line
trajectory and an S shaped trajectory.

In [26] the authors show an adaptive fuzzy sliding mode controller, with two fuzzy
systems, one with the sliding surfaces and the derivative of the sliding surfaces as input
fuzzy sets, and output as a continuous variable to replace the discontinuous portion of the
sliding mode control. The second fuzzy system has the errors as input and a normalization
factor as output that is bounded to the continuous variable and determines its magnitude.
The paper exposes simulations results in a circular trajectory.

The proposed adaptive fuzzy variable structure controller differs from cited works, and
others like [27-30] (with simulation results only), in the simplicity and effectiveness of
the controller, using only a kinematic variable structure controller, and an adaptive fuzzy
system, with reduced number of triangular membership functions (lower computational
load), considering only the sliding surface as input and having the output range being
updated online.

The following studies [31-47], that consider the kinematics of DWMRs with or without
uncertainties and disturbances, also have used the VSC and sliding mode control theo-
ries applied in the trajectory tracking control problem of DWMRs, and presented various
techniques to eliminate chattering phenomenon. Thus, the differences and contributions
of this paper are: development of an AFVSC in Cartesian coordinates, based on the slid-
ing mode theory; development of an adaptive fuzzy system to replace the discontinuous
portion of the classical VSC, avoiding the chattering as well as suppressing the uncertain-
ties and disturbances without having any a prior: knowledge of their limits; stability of
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the closed-loop control system with the adaptation law of the fuzzy system are proved
using the Lyapunov theory; the integration of the kinematic controller (AFVSC) with a
dynamic control (PD or proportional-derivative control) that must ensure a stable and
fast tracking of the references despite of neglected dynamics aiming to improve the ro-
bustness against chattering; evaluation of the performance of the VSC and AFVSC, by
means of simulations and experiments using Matlab/Simulink, MobileSim simulator and
the PowerBot DWMR, over a feasible complex eight-shape trajectory; verification that
the loss of invariance has little practical meaning [48] and the robustness is ensured in the
case of the AFVSC.

This paper is organized as follows. Section 2 presents the kinematic and dynamic models
for DWMRs, and the description of the trajectory tracking control problem. The DWMRs
kinematic and dynamic controls are summarized in Section 3. In Section 4 the proposed
AFVSC, based on the classical VSC, is presented. Section 5 shows the simulation results
and experiments in real-time, and Section 6 presents the conclusions.

2. Problem Formulation. In this section, the kinematic and dynamic models for a
DWMR and the control problem to be solved are described.

2.1. Kinematics and dynamics of DWMRs. A typical example of a DWMR is shown
in Figure 1, which is extensively used in literature [47,49,50] and correspond to a simple
model that represents the main kinematics and dynamics of the DWMR. Disregarding
gravitational torques (G(g) = 0) and considering uncertainties and disturbances (includ-
ing external disturbances), the posture dynamic and kinematic models of DWMRs for
control purposes are defined as:

. - 4=S(q)v, . (1)
M(q)v + C(q,q)v + 6(q,v) = D(q)T, (2)
where q is the posture vector in the plane, v = [v w]T is the velocity vector, with

longitudinal velocity (v), and rotational velocity (w), 7 is the torque vector, M(q) =
S'(q)M(q)S(q), C(q,q)=S"(q)M(q)S(q,9)+S"(q)C(q,3)S(q), D(q) = S"(q)D(q)
[47,49,50], and

d(q,v) = AM(q)v + AC(q, q)v + T, (3)
being that AM (q) and AC(q, q) denote unknown internal uncertainties, including both
parametric and nonparametric uncertainties, and 7, = .S’T(q)‘rp denotes uncertainties
and disturbances (e.g., nonparametric uncertainties and external disturbances) [49]. The
Jacobian matrix S(q), the nominal inertia matrix M (q), the Coriolis and centrifugal
matrix C(q, q), and the input transformation matrix D(q) are provided in [50], which
are representative of the PowerBot DWMR and are used for simulation of the proposed
controllers.

Yo| |2 Drive wheels
[ Free-wheels

---- Linear velocity
—-- Angular velocity

Ye

Ficure 1. DWMR and coordinate systems
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2.2. Problem statement. The trajectory tracking control problem for DWMRs [51]
is accomplished by proposing a control structure that uses adaptive and fuzzy controls
based on VSC (i.e., AFVSC) for the design of a robust kinematic controller that avoids
chattering and makes the posture tracking errors (or posture error) tend to zero quickly,
and an dynamic control with a PD for the design of a dynamic controller that makes the
auxiliary velocity tracking errors also tend to zero quickly.

3. Control Project. Let the control synthesis be treated separately by presenting first
the dynamic control design and then the kinematic control design.

3.1. Dynamic control. The objective of the dynamic controller is to ensure fast auxil-
iary velocity tracking errors v, = v. — v. As the uncertainties @ are unknown, they are
set to zero for the purpose of this design and will be considered just for adjusting control
gain and the design of the kinematic controller.

To act as the dynamic controller, it is considered of the solution presented by [52,
Chapter 8] about the calculus of the PD control. So it has to change the applied wheels
torque control to the body torques:

T = D(q)_l u, (4)

and apply to the system, Equation (2), the control law u = [t, %]|" as a new control
input that will be designed as PD control to achieve fast convergence of v,. Thus, the
control signals @, (s) and @y(s) [50] are generated by the PD controller as follows:

v(s) kayth w(s)
CU(S)_ ’fLU(S) 1_|_77?v’ Cw(s)_ ﬂw(S) _kpw+1+77?wa
with the proportional gains, k,,, and k., the derivative gains, kg4, and kg, and the
derivative filter parameter gains 7, and n,, being positive and adjusted to achieve stability
with good time response performance. The adjustment of 7, and 7, plays an important
role in accelerating the system response in spite of the neglected dynamics and to avoid
excitation as well as the chattering phenomenon [50].

This dynamic control architecture ensures fast auxiliary velocity tracking errors, as seen
in [52] and is proved asymptotically stable by Lyapunov theory considering the reference
velocity constant. However, in this work, the reference velocity is time-varying, which
violates the stability proof losing its asymptotic characteristic. So this residual error will
be handled by the VSC at the kinematic control.

Further, the authors of this work are aware that the VSC could handle the entire control
problem without the PD controller, but as the real DWMR that is used as experimental
platform (the PowerBot DWMR) has in its firmware this PD controller as a basic and
unremovable dynamic control in the architecture (the DWMR, cannot be directly torque
controlled), it has to reflect this architecture in the simulations and to the entire solution.

kg Nw
= kpy, + do/l (5)

3.2. Kinematic control. To design a kinematic controller, capable of calculating the
inputs v and w, to solve the trajectory tracking control problem, a reference trajectory
generated by a virtual DWMR is needed. The kinematics of the virtual DWMR is modeled
as:

q, = S(qg,)v,, @y =v,cosby, G =uvsinb,, 0, = w,, (6)
where q, = [z, y: 6,]T is the reference posture vector of the virtual DWMR, and v, =
[vr wi]T is the reference velocity vector of the virtual DWMR.
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Converting the posture tracking errors in the inertial frame to the DWMR frame, the
posture error equation of the DWMR can be denoted as [53]:

Te cosf sinf O |z — 2
g, = |Ye| = | —sinf cos® O |yr—vyc|, (7)
ge 0 0 ]- 91" - 9

consequently the error dynamics of the closed-loop system for trajectory tracking is ob-
tained from the time derivative of Equation (7), after mathematical manipulations, as:

Te = WYo — U + Uy €OS O,

?{e = —WZxe + U, sin O, ) (8)

O = Wy — W

Under robustness considerations, in practical situations, the velocities and tracking

errors are not equal to zero [51]. As perfect velocity tracking does not hold in practice,
the dynamic controller generates auxiliary velocity tracking errors v., which is bounded by
some known constants. This tracking error can be seen as an uncertainty and disturbance
for the kinematic model, see Figure 2, that satisfies the matching condition, i.e., the
nonholonomic constraint g, cos — . sinf = 0 is not violated. This will be seen in the
results obtained by simulations and experiments, thereby determining the robustness of
the proposed kinematic controller. To design the proposed kinematic controller, which
is based on VSC theory, it is required of the selection of the sliding surfaces and a brief
description of the generic modeling of nonlinear systems to the VSC design [7,8,10].

O % | kinematic | “° V. [ kinematic model | 9 =
controller g =S(q)v g
Ve dynamic ||
controller

Ficure 2. Block diagram of the closed-loop control system: v, as uncer-
tainty and disturbance for the kinematic model (similar to [51])

3.2.1. Sliding surfaces. The VSC is a feedback control with high-speed switching, whose
action is divided in two phases: the reaching phase and the sliding phase. In the reaching
phase, the state trajectories of the system are lead to a place in the state space chosen
by the designer. In general, this place is defined by linear surfaces of the control errors
(2 =4q, = [Te Yo 0)"), known as sliding surfaces (o), which are described by:

o(z,t)=A"z=0. (9)

In the sliding phase, the state trajectories are forced to remain on the sliding surfaces.
Therefore, during this phase, the errors tend exponentially to zero according to a standard
determined by a matrix of positive constants AT of Equation (9), which is chosen by the

designer.
Thus, from the error dynamics Equation (8), the following sliding surfaces are selected:

~ o] All‘e
O'(Z,t) == |:O'2:| = |:A2ye+A39e:| y (10)

where Ay, Ay, A3 are positive constants.

It should be emphasized that the selection of the sliding surfaces is a critical and difficult
problem for the VSC design due to the fact that the posture error Equation (7), represents
a nonlinear system of multiple inputs [41].
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3.2.2. Generic model for nonlinear systems. The generic model is obtained from the
derivation of VSC and their properties obtained directly for a class of nonlinear systems,
ie.,

z=A(z,pt)+ B(z,p,t)v(z,t) + dy(t), (11)

being that A(Z,p,t) = Ao(2,t)+AA(Z,p,t), B(Z,p,t) = Bo(2,t)+AB(2,p,t), dy(t) =
BO(,%,t)EiO, and further information can be found in [10,47]. Such generic model must
present robustness to uncertainties and disturbances in the kinematic model Equation
(1). To ensure the robustness of the controller, the uncertainties and disturbances must be
bounded, the matrix B(Z, ) must be nonsingular, and conditions must be satisfied [10,47].
With basis in this control theory, the error dynamics in Equation (8) can be written as:

z = Ay(z,t) + Bo(2,t)v(2,t) + dy(t) (12)

since there are no parametric uncertainties (AA =0, AB = 0).

3.2.3. Controller design. In order to influence also on the process of reaching the sliding
surfaces, the control v(Zz,t) will be chosen in such a way to impose o(2,t) to have the
dynamics given by the following first order differential equation:

o(z,t) = —Gsign(o) — Kh(o), (13)

where G = diag[g) ... g ... gn] and K = diag[K; ... K, ...Ky] are positive definite diago-

nal matrices, sign(o) = 127 is a discontinuous function, and h(e) = o (could be another

ol
function, since " h(o) > 0).

Using Equation (9), Equation (12) and Equation (13) results in:
N = do(z,t) - N do(z,t) Oo do do

o(z,t) 25 2 5 = 93 (Ag + Byv) + gdb + o = —G sign(o) — Ko
(14)
with
do(z,t) _9 do(z,t) AT A 0 0
ot 0z |0 Ay Ay)°
whence is derived the following control law:
v =—Bj! (A + Gsign(o) + Ko), (15)
in which
0o Aq1v, cos(Be)
Aoo = @AO - |:A2Ur sin(fe) + Asw, |’ (16)
_ 0o, |-\ A1ye
Boo= 55 Bo= [ 0 —Aoze— g (17)
R
B, = Ay Azxel-l- Aj (18)
0o -——
AQ!IIe + A3

Replacing Equation (15) in Equation (14) results in:
0 = Ayy— BooBy (Ags+ G sign(o) + Ko) + ds = —Gsign(o) — Ko +d,  (19)

where BB, ; =1I,, and d; = g—gdb are the uncertainties and disturbances in the system.
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3.2.4. Stability analysis. Choosing the Lyapunov function candidate in the form:
1
V= iaTa (20)
which is positive definite, the sliding surface will be attractive since that the control law
Equation (15), ensures that V' = o' ¢ is negative definite. Using the result described by
Equation (19), V' is immediately obtained as:

V=0T6=—-0"Gsign(c) — o' Ko +o'd,. (21)
As 6TKo > 0, the condition V < 0 can be expressed by:
o' G sign(o) > o'd,, (22)
which is satisfied if the diagonal elements of G meet the following constraint:
gn>lds|, n=1,...,N (23)

where g, is minimum singular value of G and |d,| is the maximum effect of the uncer-
tainties and/or disturbances. If g, > |dg|, then V < 0 (V = 0 only when V = 0), which
implies that V' may decrease to V' = 0 exponentially; however, if g, < |ds| there is a value
of V = Vi > 0 for which V' = 0 can lead to nonzero errors. Therefore, it is possible to
affirm that if the uncertainties and disturbances are better estimated, the results will be
better.

To the existence and reachability of a sliding mode, the Lyapunov function candidate
must be positive, so that the sliding surface will be attractive if the control law Equation
(15), ensures V' < 0. Then, a nonsingular matrix B is necessary. As G, in Equation (15)
is a positive definite diagonal matrix, the sliding mode can be forced to the condition where
the matrix B is also positive definite, and the values of G are large enough. However,
in Equation (15) the matrix By is only nonsingular. To solve this problem, a method of
diagonalization was used, requiring new sliding surfaces o*(2,t) [44]:

o*(2,t) =T (2,t)o(2,t) = T'(2,)A" z, (24)
where I'(Z,t) € R"*" is a suitable nonsingular transformation. This method is based on

the fact that the equivalent system is invariant to a nonsingular transformation of the
sliding surfaces [54]. The suitable nonsingular transformation I'(Z,t) is defined as [44]:

I(zt) = (g—ZB())T = B;.. (25)

With the new sliding surfaces, considering Equations (14), (16), (17), (18), (20) and
after mathematical manipulations, V' is obtained as:
V=-06=0"BjlAy+0o" (v + Eio) : (26)
Selecting control law v as:
v=—B;'Ay,— Gsign(c*) — Ko*, (27)
and replacing Equation (27) into Equation (26), V is rewritten as:
V =—0" Gsign(c*) — " Ko* + o* dy. (28)

As Equation (28) is similar to Equation (21), the same conclusion about the stabil-
ity may be taken. Moreover, sliding mode occurs in the manifold o*(2,¢) = 0. The
transformation in Equation (24) and Equation (25) is nonsingular, therefore, the mani-
folds o(2,t) = 0 and o*(2,t) = 0 coincide and sliding mode takes place in the manifold
o(z,t) = 0, which was selected to design sliding motion with the desired properties.
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4. Control Design Considering Chattering Attenuation. Unfortunately, in prac-
tical implementation, due to delays, neglected dynamics, sampling frequency limitation,
physical limitations of actuators and imperfections of switching, it is not possible to switch
the control from a value to another instantaneously [44,50]. Thus, the state trajectory
varies in a vicinity around the sliding surface, instead of sliding over it. This phenome-
non, known as chattering, can be avoided or at least reduced replacing the discontinuous
function sign(e™*) by a continuous approximation.

Such approximation can avoid chattering but the invariance principle is not verified
anymore, theoretically reducing the robustness (such reduction is not significant and the
robustness is ensured). However, the smooth control signal is achieved [44,47]. This oc-
curs because the system dynamics in this case is conned to a neighborhood of the sliding
surfaces, and no longer over it, i.e., as a consequence of the approximation the system
is enforced to a neighborhood of the manifolds o (2,¢) = 0 and o*(2,t) = 0 resulting in
a reduction of the original robustness that can be acceptable. Moreover, realization of
the invariance requires that switching between the reaching phase and the sliding phase
is ideal, which is impractical. Therefore, the invariance is ideal and has little practical
meaning [48]. Another problem with VSC is the need of knowledge of the limits of uncer-
tainties and disturbances in the system, and the application of a large value to the gains
G that can cause a high control effort (large authority control), affecting the trajectory
tracking and deteriorating the system performance [44].

In order to get better results without the need of the knowledge of the limits of un-
certainties and disturbances in the system, in this section an AFVSC is proposed to deal
with the chattering.

4.1. Introducing fuzzy systems. As shown in the block diagram of Figure 3, a fuzzy
system has four basic parts: fuzzification, fuzzy rule base, inference machine, and de-
fuzzification. Given a set of non-fuzzy entry, from an external system, the fuzzification is
responsible for mapping these entries to input fuzzy sets. The fuzzy rule base represents
knowledge in the form of linguistic sentences. The rules are written in the form “if ...
then ...” describing a relation between the input space and the output space. Then, for
each rule, the inference machine maps an input set to an output fuzzy set, according to
the relation defined by the rules, combining the fuzzy sets from all the rules in the rule
base into the output fuzzy set. Finally, the defuzzification translates fuzzy output to a
real number for the system. All the four parts can be mathematically formulated. Further
details can be found in [18,55].

fuzzy rule
base
¥
X . . i . .
— fuzzification > fuzzgnlrglifggence »| defuzzification in-

FiGURE 3. Representation in block diagram of a fuzzy system

In this paper, the output y of a single-input single-output (SISO) fuzzy system with M
rules considering the input x can be written as:

S g ()
y=" gy, (20)
5SS ()

m=1
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where 8 = [B'...5™... BM]T is the vector of consequences, (z) = [¢'(z)...¢y™(z)...

¢M(x)]T is the vector of weights in which

p" ()
M
>, W (x)

with g (z) being the membership function of the input z in the rule m.

" (x) =

Y

4.2. Design of the adaptive fuzzy variable structure control (AFVSC). The
chattering in the control law presented in Equation (27) is caused by the constant value
of G and the discontinuous function sign(e*). Let the control gain G sign(eo*) be replaced
by a fuzzy system i’(a*). The new control input (AFVSC) is then written as:

v=-BjlA),— F(o") — Ko, (30)

. . . . T
where the fuzzy system is defined as F (o*) = | fi(of) ... fu(0k)... fx(0%)| and each

fa(0¥) is estimated by an individual fuzzy system that can be written as:

n
M
2 Bup'(o7)

fulon) = = B, (07) (31)

% (o)

=1

3

. . . T
where 3, = [ﬁﬂl U B}Z/I] is the vector of consequences, and %, (0%) = [¢L(07) ...
P (o) .. .w}f(a;;)]T is the vector of weights. For the purpose of an online update of the

parameters of fn(a;;), the consequences 3, are chosen as the parameters to be updated.
Define 8, so that f(0%), = Brp, (07) is the optimal compensation for dy,. According
to Wang’s theorem [18,55] there exists y,, > 0, satisfying

do, = Butb ()| < Y, (32)
where 7y, can be as small as possible, i.e., 0 <y, < 1. Now define the estimation error as
so Equation (31) can be rewritten as

r * »T * *
and the adaptive law can be chosen as
B, =B, = om1,(07). (35)

4.3. Stability analysis of the AFVSC. Let the Lyapunov function candidate be:
N

S (aian)] 36)
n=1

where B: Bn > 0, therefore V' is positive definite. Differentiating Equation (36), consid-
ering Equations (14), (16), (17), (18) and after mathematical manipulations, one obtains:

1
V=3

V= oo+ zNj (B.18.) =0 BilAss+ ™" (v+dy) + i BB,
n=1 n=1
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~ Using the control law (AFVSC), Equation (30), and replacing Equations (32) and (34),
V results in:

N
T
V= —6"Ko —i—Za [don ] Zaﬁ¢ )+ BB,
n=1 n=1
Replacing the adaptive law Equation (35) V vyields in:
V= —o"Ko* +Z o, — B, ()] - (37)

From Equation (32), assume that:

where 0 < ¢,, < 1. Then, the second term at the right side of Equation (37) satisfies

U:zglon ﬁ¢()

2

< d)n|‘7n|2 bno,

n

therefore
N
V<—0"Ko* + Z bpors . (38)
—1

The right side of Equation (38) can be written as

N
r<y (—Kno—;f v d)ia:f) = " (K- ¢d)o* <0,
n=1

considering K = diag[K; ...K,...Ky| and & = diag[d; ... b ... dn]. Simply choose
Kn > ¢, so that K — ¢ is a positive definite matrix, therefore V' < 0. Since K — ¢ is a
positive definite matrix, V = 0 only when o* = 0. Thus, the AFVSC is asymptotically
stable.

4.4. Extracting rule base. To decide the rules for the fuzzy systems, consider V' as
in Equation (20). V is regarded as an indicator of the energy of o. The stability of the
system is guaranteed by choosing a control law such that V' < 0. In the AFVSC, Equation
(30), a fuzzy system IAW(O'*) Equation (31), is applied to compensating the uncertainties
and disturbances in the system and to reduce the energy of o*. In this case, V, Equation
(37), can be rewritten as:

. i{ (. ~ fulo)] — oo )

Because of the function sign(e*) the control gain has the same signal as o*. Therefore,

fu(0) should have the same signal as o*. Now consider o* [Jon - fn(a;‘;)] When |07} |
fn(U:L)

causes the energy of o* to decay fast. When |07 is small, 0% [cign - fn(a:;)] is also small
fa(o7)

is also zero. With this analysis, the rule base is chosen as:

is large, it is expected that is larger so that V' has a large negative value. This

and has little effect on the value of V. Then
fn(a;kz)

can be small to avoid chattering.

When |o7| is zero,

e IF ¢! is NB, THEN f,(0%) is fL ¢} (o)
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e IF oFis NM, THEN f,(0%) is B2 ¢2(07)
e IFo*is NS, THEN f,(o%) is B2 ¢3(c%)
e IFoisZE, THEN f, (o) is B ¢i(o?)
e IForisPS, THEN f,(oF)is 82 ¢5(o7)
e IF o is PM, THEN f,(c*)is 8% ¢5(c*)
e IF o’ is PB, THEN f,(o%)is A7 47 (c7)

where N stands for negative, P positive, ZE zero, S small, M medium, and B big.
The membership functions are chosen to be triangular-shaped functions as:

p
Oa* U;S(xl
o, — X
L 1, o <op <y
m( % Ky — X o o
i (00) =3 g — o (40)
3 On *
—, 6 <0,< &3
X3 — X
L ) OCgSO';:

where «; and o3 are the “feet” of the triangle, and the parameter «, locates the peak.
The parameters of the input membership functions are predefined, and given in Table 1.

TABLE 1. Parameters of the membership functions of o*

o1 o
X1 Xo X3 X1 Xo X3
NB| -oc0|—-03]-02] —o0 | —0.5 | —0.33
NM|-0.3]|-02|-0.1| =0.5 | =0.33 | —=0.16
NS | -0.2 | =0.1 0 —-0.33 | —0.16 0
ZE | 0.1 0 0.1 | —-0.16 0 0.16
PS 0 0.1 0.2 0 0.16 | 0.33
PM | 0.1 0.2 | 0.3 | 016 | 0.33 0.5
PB| 0.2 | 0.3 00 0.33 0.5 o0

It must be emphasized that the processing time required when using fuzzy logic control
depends upon the number of rules that must be evaluated. Moreover, large systems with
many rules would require very powerful and fast processors to compute in real-time. The
smaller the rule base is, the less computational power it needed [30]. Thus, unlike a pure
fuzzy logic controller which is encountered in the rule expanding problem, the AFVSC,
as the simplest model, uses only 7 if-then rules in the rule base with respect to sliding
surfaces, as well as it uses triangular membership functions, making their structure even
simpler and suitable for implementation in real DWMRs. In addition, the reasons to
choose this fuzzy inference system with respect to other methods are: to be a simpler
model; to control the system efficiently, being best suited for control applications; to be
used often due to the intuitive nature of the system and ease in designing. Further details
about this choice can be found in [56,57].

5. Simulation and Experimental Results. In order to verify the performance of the
controllers described in Sections 3 and 4, the VSC and the AFVSC are implemented
in Matlab/Simulink software, version R2014a, and evaluated for the trajectory tracking
control problem by means of: simulation using the DWMR model proposed in Section 2;
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DWMR simulator — the MobileSim; and application in the PowerBot DWMR. The Mat-
lab/Simulink executions were performed with the Euler integration method with sampling
time of 5 ms. Other integration methods were tested, but only with marginal improve-
ment.

The trajectory used as reference trajectory was an eight-shape trajectory [58]. This
trajectory is more complex, considering the deceleration and acceleration, with the linear
velocity varying between 0.15 m/s and 0.45 m/s and the angular velocity varying between
—0.7 rad/s and 0.7 rad/s along the trajectory, as well as it has an initial error q, =

[0.15 0.2 %]T. The mathematical formulation of this trajectory is given by Equation (41),
and the reference trajectory and velocities are illustrated in Figure 4.

3T o3 27 50
Pf} 5o sin (55 (t+ %)) _
. _ bz 4r 50 T ;
q= U] =] % c.(.)s.(50 (t+ 7)) v, = |:’Ur:| _ m (41)
\‘9 J Yy — TrYr Wr 91"
r —_—
a3+ 7
2 0.6
= 04 |
1 i \/\/\/\/
o 02 |
£ ' [
= 15
=
1 E v %
3
2 15 - ! ‘ ‘
-2 -1 0 1 2 0 10 20 30 10 50
z [m] time [s]

FIGURE 4. Eight-shape reference trajectory and velocities

TABLE 2. Gains of the sliding surfaces for the eight-shape trajectory

Trajectory
Eight-shape | 1.5 6.0 | 1.0

The gains of the sliding surfaces for this trajectory and the gains of the kinematic and
dynamic controllers are presented in Tables 2 and 3, respectively. Also, with respect to
these tables, the gains of the kinematic controllers were obtained through optimization
using the design optimization toolbox of Matlab/Simulink, while the gains of the dynamic
controller are provided by the manufacturer of PowerBot DWMR. In addition, Bn param-
eter of the adaptation law Equation (35), is initialized to zero. Therefore, the gains of
these tables were not obtained by trial and error.

Unfortunately, as appointed in Subsection 3.1, the low-control architecture of the Power-
Bot DWMR is closed and there is an internal PD controller that tracks velocities inputs
with a sampling time of 5 ms. Thus, only this internal PD controller can be considered as
dynamic controller in all simulated and practical experiments. Actually, this unpleasant
situation is commonly found in the literature of robotics as in [50, 52].
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TABLE 3. Gains of the kinematic and dynamic controllers

Gain Controller
VSC | AFVSC
21 0.1 -
29 0.3 -

ki | 0.1 ] 0.1
ke | 0.1 | 0.1
kyp | 40.0 | 40.0
Kpe | 40.0 | 40.0
ka, | 20.0 | 20.0
kaw | 20.0 | 20.0
N | 1.0 | L0
Ne | 1.0 | L0

5.1. Simulation results in ideal scenario. In the first simulation scenario, called ideal
scenario, the kinematic Equation (1), and dynamic Equation (2), models are considered
to represent the PowerBot DWMR, disregarding uncertainties and disturbances (e.g.,
external disturbances, d(g,v) = 0). These simulations were made in Matlab/Simulink,
following the block diagram presented in Figure 5.

Vr [ v
reference | 9 | posture | 9 | kinematic | Ve Ve | dynamic
trajectory error controller N controller
Eq. (41) A Eq. (7) Eq. (27) or (30) Eqg. (5)
. vT
d ) 9 Kinematics | V_ dynamics
Eq. (1) Eaq. (2)

Fi1GURE 5. Block diagram of simulation or ideal scenario

The results of the VSC and AFVSC simulated in this scenario are presented in Table 4.
This table shows the root mean square (RMS) of the errors, being the position errors given
by zy. = y/22 + y2 (in meters) and the orientation error given by 6, (in radians). RMS is

an evaluation method commonly used in [49,50,59], and is given by RMS = [1 " 2%(4)] 2,
where T is the number of samples, and z(i) is the i-th sample.

TABLE 4. RMS of the errors — Simulation results in ideal scenario

Controller | Signal | RMS errors
TYe 0.0358 [m]
VSe G, 0.0725 [rad]

TYe 0.0382 [m]
AFVSC G, 0.0828 [rad]

These results shown in Table 4 evince that both controllers can track the trajectory
with sufficient error performance. Considering the eight-shape trajectory difficulty and
its initial error, Figure 6(a) confirms visually the results of Table 4, which presents the
DWMR satisfactorily tracing the reference trajectory. Although both controllers lead the
DWMR to track the trajectory, in Figure 6(b) it can be seen that the VSC presents lower
errors than the AFVSC.
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FIGURE 6. Trajectory tracking (a), posture tracking errors (b) in the ideal scenario
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FI1Gure 7. Control signals (a) and executed velocities (b) of the DWMR
in the ideal scenario

Figure 7(a) shows the linear and angular control velocities of the two controllers. The
high chattering can be observed on the control velocities of the VSC, while the continuous
approximation of the AFVSC has smooth control velocities and the chattering was elim-
inated. In Figure 7(b), it can be evinced that for both controllers the executed velocities
tend to reference velocities; however, the VSC signals cause chattering in executed veloc-
ities while AFVSC do not. Both sliding surfaces (VSC and AFVSC) converge to zero, as
can be observed in Figure 8 without chattering phenomenon.

It is known that the kinematic controllers (VSC and AFVSC) contain a function to
correct the posture tracking errors, whereas the dynamic controller (PD) aims to correct
the auxiliary velocity tracking errors (v,). With these controllers working together, the
perfect velocity tracking is not reached. Thus, the auxiliary velocity tracking errors are
assumed as disturbances to the kinematic model and are compensated by these kine-
matic controllers, ensuring that the posture tracking errors tend to zero and yielding
satisfactory trajectory tracking performance (Figure 6). This behaviour can be observed
in Figure 9, whose auxiliary velocity tracking errors and compensations have opposed
magnitudes (aiming cancellation). Moreover, in Figure 9(a) it can be verified of the chat-
tering phenomenon in the compensation due to the use of VSC. Also, it is important to
emphasize that, under the robustness considerations treated previously, if a controller is
able to compensate the auxiliary velocity tracking errors, then it is a robust controller to



ADAPTIVE FUZZY VARIABLE STRUCTURE TRAJECTORY TRACKING CONTROL 355

2 10
— — VSC — — VSC
........ AFVSC . .. AFVSC
b'-‘()x,,___.ﬁ.ﬁ_m_.._.ﬁ_ﬁ,.__.___ é\l ) DA PN R SO S S SO S U R SR S
2 -10
2 10
G0 formm e e e e e S LN 1 MO D S 0 U A S S
-2 : : : : -10 : : : :
0 10 20 30 40 50 0 10 20 30 10 50
time [s] time [s]
(a) (b)
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FIGUuRrRE 9. Auxiliary velocity tracking errors and compensations using VSC
(a) and AFVSC (b) in the ideal scenario

matched uncertainties and disturbances. Thus, the VSC is robust by using discontinuous
function —Gsign(o*). The AFVSC compensates the auxiliary velocity tracking errors by
the function —F (o).

The simulations in the ideal scenario show slightly better tracking results for the VSC
at cost of high chattering. This high chattering is considered as a large drawback due to
the reduction of the DWMR useful life, while the tracking performance is just slightly bet-
ter in relation to AFVSC. Tt is important to recall that in the ideal scenario uncertainties
and disturbances (e.g., physical limitations, unmodeled dynamics, modeling imprecision
and external disturbances) of the DWMR are not considered, thus the DWMR can re-
produce the control velocities with high chattering, which is not true when considering
a real DWMR. This is verified ahead in the realistic scenario (MobileSim simulator) and
experiments in real-time (PowerBot DWMR).

5.2. Simulation results in realistic scenario. This simulation scenario, called the
realistic scenario, instead of using the models developed in Section 2 to represent the
DWMR used the MobileSim simulator. This software is designed to simulate the behavior
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of robotic platforms produced by Omron Adept MobileRobots Inc. aiming at debugging
and experimentation.

To establish communication between the controller (Matlab/Simulink) and the Mo-
bileSim simulator the ARIA (Advanced Robot Interface for Applications) library is used.
This library implements functions to manipulate the velocity, heading, relative heading
and other motion parameters of the DWMRs. ARIA also receives position estimation,
sonar readings, and all other current operating data sent by the robotic platform.

The block diagram presented in Figure 10 shows how ARIA and MobileSim simulator
were used to make the simulations in the realistic scenario.

Vi v
reference G- | posture 0 | kinematic
trajectory "1 error “|  controller

Eq. (41) q“ Eq. (7) v.| Eo (27) or (30)

Vc Y _
[ ARIA function |<L| MobileSim |«—— ARIA function |

Ficure 10. Block diagram of the simulations in the realistic scenario

As in the ideal scenario, the VSC and AFVSC were simulated in the realistic scenario
for the eight-shape trajectory, whose results of the trajectory tracking, control velocities,
executed velocities, sliding surfaces, auxiliary velocity tracking errors and compensations
of the VSC and AFVSC, are presented graphically in the sequence. Also, it is emphasized
that MobileSim simulator considers the uncertainties and disturbances (e.g., parametric
variations, unmodeled dynamics and physical limitations) of the DWMR.

The results in Table 5, containing RMS of the errors, show that the two controllers
can track the trajectory with sufficient error performance even with uncertainties and
disturbances.

TABLE 5. RMS of the errors — Simulation results in the realistic scenario
using MobileSim simulator

Controller | Signal | RMS errors

TYe 0.1299 [m]
VSC O, 0.1335 [rad]
ATVSC TYe 0.1252 [m]

O, 0.0940 [rad]

The reference trajectory, with respect to realized trajectory by the DWMR, using the
two controllers, is illustrated in Figure 11(a). From this figure, it can be verified that the
DWMR gets to the trajectory at a similar point and remains near the trajectory during
the remaining time, i.e., the DWMR tracks the reference trajectory.

Figure 11(b) shows the posture tracking errors, where the VSC varies more slightly
than the AFVSC. This variation, with more intensity in the orientation error, means that
the DWMR executes a displacement with a zigzag around the desired trajectory. For
the AFVSC, the errors tend to zero with a slight variation at orientation error when the
DWMR makes a curve, showing the difficulty of the eight-shape trajectory at the points
of high variation in values of reference velocities.

In Figure 12(a), the control velocities are shown where the VSC presents a large chat-
tering, both in linear and angular velocities, while the AFVSC shows smooth control
signals. These same behaviors can also be observed in Figure 12(b) in which velocities of
the DWMR track the reference velocities.
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F1GURE 12. Control velocities (a) and velocities of the DWMR (b) in the
realistic scenario

For the use of the AFVSC, the sliding surfaces tend to converge to zero, as can be
seen in Figure 13 without chattering phenomenon, while for the use of VSC these sliding
surfaces present behaviors alternating near zero.

The auxiliary velocity tracking errors ve, seen as disturbances for the kinematic model,
happen because of uncertainties and disturbances. Figure 14 shows the auxiliary velocity
tracking errors and compensations for the use of the two controllers.

Unlike the ideal scenario, in this scenario Figure 12 shows how the DWMR cannot
switch instantaneously the control velocities and the velocities of the DWMR, generat-
ing large auxiliary velocity tracking errors. As a consequence, the compensations do not
generate the control efforts with equal or higher magnitudes than the auxiliary veloc-
ity tracking errors, as can be seen in Figure 14(a), by using the VSC. In addition, the
AFVSC in Figure 14(b) presents auxiliary velocity tracking errors and compensations,
whose magnitudes have opposed behaviors in absolute terms with the aim of cancelling.

The results show a slightly better tracking performance of the AFVSC when compared
to the VSC, recalling that the VSC, as drawbacks, presents high chattering, and requires
a priori the knowledge of the limits of the uncertainties and disturbances to define the
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FIGURE 14. Auxiliary velocity tracking errors and compensations using
VSC (a) and AFVSC (b) in the realistic scenario

gain values matrix G, to achieve a satisfactory tracking performance, resulting in un-
necessary control efforts to the actuators of the DWMR. Moreover, the difference in the
tracking results from the ideal scenario to the realistic scenario is due to uncertainties and

disturbances (e.g., physical limitations, unmodeled dynamics and external disturbances)
of the DWMR.

5.3. Real DWMR implementation. In this scenario the proposed controller is tested
in the PowerBot DWMR, a high-payload differential drive robotic platform for research
and rapid prototyping. It is a platform for laboratory and research tasks involving delivery,
navigation and handling of large payloads. PowerBot DWMR is a member of MobileR-
obots Pioneer family of mobile robots, which are research and development platforms
that share a common architecture, foundation software and employ intelligence based
client-server robotic control [46]. Table 6 shows the parameters of the PowerBot DWMR.

Figure 15 shows the block diagram of the execution where the simulator MobileSim of
Figure 10 was replaced by the PowerBot DWMR. ARIA is still used for the comunication
(serial RS-232 port) between the Matlab/Simulink and the PowerBot DWMR.
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TABLE 6. Parameter specifications of the PowerBot DWMR

Parameter Value Parameter Value
Body mass 120 kg | Max. payload 100 kg
Drive wheel radius | 0.135 m | Moment of inertia 15.0656 kg.m?

DWMR, height 0.48 m | Max. linear velocity | 2.1 m/s

DWMR length 0.9 m Max. angular velocity 5?” rad/s ~ 5.24 rad/s

DWMR width 0.66 m | Max. motor torque 20.45 Nm
Vi ¥
reference Qr posture Q. o|  kinematic
trajectory “| error "1 controller
Eq. (41) A Eq.(7) Eq. (27) or (30)

q

L= Vv,
A A _
ARIA function q W ARIA function

F1GURE 15. Block diagram of real DWMR implementation or experimental scenario

TABLE 7. RMS of the errors — Experimental results

Controller | Signal | RMS errors

TYe 0.0892 [m]
AFVSC G, 0.1176 [rad]
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FIGURE 16. Trajectory tracking (a) and posture tracking errors (b) in the
experimental scenario

For this scenario the AFVSC was tested in the PowerBot DWMR for the eight-shape
trajectory. Table 7 presents the RMS of the errors for this experimentation. It must
be emphasized that the practical implementation of VSC was not carried out in the
PowerBot DWMR for determining the chattering phenomenon, which causes performance
degradation, as well as to verify the occurrence of impossibility of the ideal switching in
high frequency required by the control signal, because the switching in high frequency
causes reduction in the useful life of the actuators as well as to prevent further damage
to PowerBot DWMR.

The experimental results in real-time, presented in Table 7, confirm what was observed
in the simulation results, AFVSC can track the trajectory with sufficient error perfor-
mance. Figures 16 to 19 show graphically the experimental results of the AFVSC on the
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PowerBot DWMR. Figure 16(a) shows how the DWMR reaches the reference trajectory,
and remains on it during the entire experiment. In Figure 16(b), it is observed how
the posture tracking errors tend to zero and has a behavior similar to that obtained in
MobileSim simulator (realistic scenario).

The control velocities generated by the AFVSC have smooth control signals, as illus-
trated in Figure 17(a). With respect to the velocities of DWMR, it can be observed in
Figure 17(b) that they track the reference velocities.

From the observation of Figure 18, it can be verified that the sliding surfaces tend to
zero and are free from chattering.

Figure 19 shows how the AFVSC is robust to matched uncertainties and disturbances,
whose behaviors of auxiliary velocity tracking errors and compensations are similar to
behaviors obtained using the MobileSim simulator (realistic scenario).

In short, the results in the experimental scenario are coherent with the results obtained
in the realistic scenario. Based on the experimental results, it is verified that Remark 2.1
provided in [48], i.e., the realization of the invariance requires that switching between the
reaching phase and the sliding phase is ideal, is impractical. Therefore, the invariance is
ideal and has little practical meaning.
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6. Conclusions. In this paper, the integration of a kinematic controller (AFVSC) and a
dynamic controller (PD control) as a solution to the trajectory tracking problem applied
to DWMRs was proposed. For purposes of performance comparison with the AFVSC,
a VSC, as a kinematic controller, was also integrated to the PD controller. Sufficient
analysis results were obtained studying the two kinematic controllers over the same PD
controller.

The AFVSC was obtained from VSC, and the VSC was considered because of its
ability to apply the invariance principle and its drawback on exhibiting the chattering
phenomenon (which is highly undesirable). To avoid the chattering phenomenon, as well
as to suppress the uncertainties and disturbances, an adaptive fuzzy inference system was
used in the replacement of the discontinuous portion of the classical VSC. Due to the
replacement, the invariance principle was not verified anymore; however, the robustness
is ensured and a smooth control signal is achieved.

The results obtained in MobileSim simulator (realistic scenario) and in the implemen-
tation over the PowerBot DWMR (experimental scenario) have shown that the AFVSC
has better performance than the VSC, indicating that the invariance has little pratical
meaning.

It must be emphasized that the advantage of the AFVSC in comparison to the VSC,
appears also in two other characteristics: the online update of the output parameters of the
fuzzy system, which remove the need of a priori knowledge of the limits of uncertainties
and disturbances in the system; and no need of application of a large value to the gains G
that can cause high control efforts unnecessary to DWMR, actuators, reducing its useful
life.

In fact, the integration of the AFVSC controller with the PD controller demonstrated
that the incidence of uncertainties and disturbances produces auxiliary velocity tracking
errors. These auxiliary velocity tracking errors did not converge to zero; therefore, the
PD controller did not consider the uncertainties and disturbances, and the control efforts
produced by this controller were not sufficient to compensate for them. Indeed, these
auxiliary velocity tracking errors were viewed as uncertainties and disturbances for the
kinematic model, and the AFVSC controller contained the function to compensate such
tracking errors, thus driving the convergence of the posture tracking errors to zero and
supplying significant robustness in the reference trajectory tracking without penalizing
the control efforts.
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Moreover, unlike a pure fuzzy logic controller, the used fuzzy system, as the simplest
model with respect to sliding surfaces, uses only 7 if-then rules in the rule base as well
as it uses triangular membership functions, making their structure even simpler. There-
fore, it has a lower computational load for execution as well as it is more suitable for
implementation in real wheeled mobile robots when compared to the related studies in
the literature.

The stability analysis of the closed-loop control system with the adaptation law of the
fuzzy system, was proved using Lyapunov theory.

In future work, the comparison of AFVSC to other existing chattering reduction ap-
proaches (incluing other fuzzy controllers), as well as considering dynamic limitations to
generate feasible trajectories to achieve better performance should be made. Another
work in progress regards the use of AFVSC in the formation control of DWMRs. Also,
some hardware updated for PowerBot DWMR is scheduled, to allow the implementation
of direct torque control of the actuators, removing the low-level PD.
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