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Abstract. Image segmentation is of great importance in the field of image process-
ing. K-means clustering algorithm is widely used in image segmentation because of its
computational simplicity. However, the clustering results obtained from K-means heavily
depend upon the initial parameters. Mostly, these initial parameters are selected through
hit and trial rule, which leads to inconsistency in the image segmentation results. In
this paper, an improved K-means clustering algorithm is proposed for image segmen-
tation, employing an adaptive histogram based initial parameter estimation procedure.
Being a histogram based technique, the proposed approach is computationally inexpensive
and is able to deal with the large size images effectively, which suits the real-time im-
age segmentation scenario very well. Additionally, the proposed algorithm requires less
user interaction to determine K-means initialization parameters. Some experiments are
conducted based on various grey images to test the proposed approach. The experiment
results show that the proposed approach can improve the K-means based image segmen-
tation results. Finally, image segmentation results obtained through the proposed method
are objectively compared with other membership based clustering algorithms such as fuzzy
C-means and K-medoids. The results prove that the overall performance of the proposed
K-means method is better than other membership based clustering algorithms for image
segmentation.
Keywords: K -means clustering, Image segmentation, Fuzzy C -means, Image process-
ing

1. Introduction. Image segmentation is applied to clustering pixels into salient image
regions, such as regions corresponding to objects of the image. These regions can be
considered homogeneous according to some characteristics, such as grey value, motion,
texture, and shape [1, 2, 3]. Image segmentation is an important initial step in image
processing and is used in various applications like medical imaging, locating objects in
satellite images, face recognition, traffic control systems, and machine vision [4, 5, 6, 7].

Image segmentation can be achieved by using a lot of techniques, which can be broadly
classified into region [8, 9] and edge based techniques [10, 11]. Edge based techniques
represent the pixels in the image having sharp intensity variations. Sometimes there can
be broken incomplete edges and there is not a clear separation between the objects in
the image. On the other hand, region based techniques are based upon the collection
of pixels having similar features, which can be grey level intensity information or color
image components.
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Recently, more and more researchers focus on the region based techniques using clus-
tering methods, because of its simplicity [12, 13]. Clustering is one of the important and
typically used techniques and is widely used in engineering fields such as pattern recogni-
tion, image processing, system modeling, and data mining [14, 15, 16, 17]. In clustering
techniques, the prior knowledge of the initialization parameter estimate, i.e., number of
clusters and the respective initial cluster centers is required, which is mostly input by the
user or randomly chosen from the input data [18]. The effect of these parameters upon
the final image segmentation is enormous, and variation of these parameters produces
fluctuations in the final results.

One of the most well-known and fastest clustering technique is the K -means technique
[19, 20]. K -means is a hard clustering algorithm, in which each pixel only belongs to a
single cluster center. K -means re-computes each of the new centers by averaging the pixel
intensities assigned to the old cluster centers. In this paper, we focus on the region based
image segmentation using K -means clustering methods because of its simplicity and high
efficiency. However, there are some shortcomings of the K -means based methods which
should be solved, for example, it is sensitive to outliers and also its greedy nature makes
it sensitive to initialization parameters [21].

To reduce the effect of outliers upon the cluster center selection procedure, some im-
provements have been done in the clustering algorithm and applied in image segmenta-
tion. For example, Bezdek [22] proposed a fuzzy C -means (FCM), a fuzzy version of
K -means clustering algorithm, which is a membership based soft clustering algorithm.
Benaichouche et al. [1] introduced a region based image segmentation method based
on an improved spatial fuzzy C -means clustering (FCM). Zhang et al. [23] employed a
possibilistic C -means (PCM) clustering algorithm based image segmentation method, by
replacing Euclidean distance with Mahalanobis distance. Even though the segmentation
results obtained by those methods above are good enough, the disadvantage is that the
final segmentation results of FCM based algorithms provide better results only when the
initial parameters are close to the final solution. In short, results of fuzzy clustering de-
pend highly upon the initialization parameters and also it is computationally expensive
as compared to standard K -means.

To reduce the effect of initialization parameters upon the final clustering results, many
new clustering algorithms have been proposed. For example, Zhang et al. [24] proposed K -
harmonic mean (KHM) clustering algorithm, in which harmonic averages are used as the
performance function instead of the mean, to select a cluster center. Gui et al. [25] used
KHM clustering algorithm for spectral clustering, to perform color image segmentation.
Frackiewicz and Palus [26] used KHM as a clustering technique, to perform endoscopic
image segmentation. Even though KHM based methods provide good clustering results,
KHM clustering technique is computationally expensive as compared to K -means and
also in case of proper initialization parameters K -means converges faster than KHM.

To deal with the problem of proper initialization parameters for clustering algorithms,
several techniques have been devised. For example, Khan and Ahmad [27] devised a
technique to find the initial cluster centers based upon the membership variations of the
data objects for various data set attributes. Park and Jun [28] proposed an efficient
PAM-based algorithm, in which the parameter initialization procedure is based upon the
distance calculation between each pair of objects and then selected the required number
of objects as cluster centers having the least average distance. Dhanachandra et al.
[29] used subtractive clustering approach to determine one initial parameter, i.e., initial
cluster centers. After that, these initial estimates were provided to the K -means clustering
algorithm to perform image segmentation. Even though these techniques determined the
cluster centers, the determination of cluster quantity remained an issue. Moreover, those
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above mentioned algorithms are computationally complex and the experiments are based
upon small data sets.

Even though a lot of clustering algorithms and techniques have been devised to eliminate
the shortcomings of K -means, and to determine initial estimates for clustering algorithms,
some other problems are introduced into the K -means based image segmentation. For
example, Goryawala et al. [30] proposed an improved K -means algorithm for the liver
segmentation which benefited from prior knowledge regarding the liver image. Kurumalla
and Rao [31] proposed an improved K -means algorithm enhancing the processing speed of
K -means algorithm, which is based on reduction in the size of data objects. In addition,
the main issue still remains that is to devise an efficient procedure, both in terms of com-
putation complexity and segmentation quality to obtain consistent results for clustering
type region based image segmentation approaches. So, to make the region based image
segmentation using clustering techniques reliable and accurate, this paper focuses upon
the clustering algorithms initialization parameters for image segmentation and devises
a procedure to automatically determine two important initialization parameters for the
clustering algorithms: 1) number of clusters; 2) initial cluster centers. For the clustering
of pixels, K -means is chosen in this study.

The main contributions of this paper are summarized as follows: 1) An adaptive his-
togram based approach to determine the initial parameters for K -means is proposed; 2)
A 2-step initial parameter estimation procedure to choose proper amount of clusters and
optimal initial cluster centers is presented; 3) A computationally economical initial pa-
rameter estimation procedure, being computationally independent of the size of image
to be segmented is given out; 4) Comparison of initial parameter estimation procedure
of the proposed approach with a histogram based method and density based subtractive
clustering approach is carried out; and the subjective and objective evaluation of final im-
age segmentation results with histogram based approach and subtractive clustering based
K -means approach is also given out; 5) The final image segmentation results obtained by
our improved K -means (IKM) algorithm and from other membership based soft clustering
algorithms such as FCM and K -medoids are discussed.

This paper is organized as follows. Section 2 presents the proposed improved K -means
clustering algorithm based image segmentation approach. The image segmentation ex-
periments for various image data sets are given in Section 3. Section 4 discusses the
performance of the proposed approach. Finally, the conclusions are given in Section 5.

2. The Proposed Approach. In this paper, the problem of initialization parameters
for K -means clustering algorithm focuses upon to benefit from the low computational
cost of K -means, and to obtain reliable image segmentation results. K -means clustering,
being an unsupervised image segmentation technique, has no prior knowledge about the
type of image to be segmented. So, arbitrary selection of these initialization parame-
ters affects the accuracy of the final image segmentation results based on the clustering
methods. To deal with this problem, a histogram based adaptive initialization parameter
estimation procedure is proposed in this study. Being a histogram based approach, it has
fast processing speed and suits the image segmentation scenario very well. The overall
computation time of the K -means based image segmentation approach consists of two sec-
tions: 1) the computation time required for the initialization parameters determination
procedure; 2) the computation time required for K -means to produce clustering results.
The purpose of the proposed algorithm is to obtain an enhanced image segmentation
quality while keeping the computation cost minimum.

Histogram of a grey image is the graphical representation of (1-D) pixel intensities in
the image. A sample grey image and its histogram are shown in Figure 1. In the grey
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Figure 1. A sample grey image and its histogram: (a) the grey image;
(b) the histogram of the grey image; (c) possible peaks obtained after the
vertical scanning of histogram; (d) real peaks obtained after the horizontal
scanning of histogram

image histogram (see Figure 1(b)), the x-axis represents grey levels and y-axis represents
the frequency of each grey level occurrence in the image. The purpose of the proposed
algorithm is to make use of the continuous and smoothed representation of the histogram
of an image to automatically find the number of clusters and their respective cluster
centers. In the proposed approach, the initialization parameters obtained from image
histogram will be imputed to the K -means algorithm, which assigns each pixel to a
nearest cluster center minimizing the sum of squared error (SSE). So all the intensity
levels of the pixels lying within the cluster will be replaced by the intensity level of the
respective cluster center. Then the final segmented image will only contain the grey levels
of the cluster centers instead of each pixel having its own distinct intensity value. The
work flow of the initial parameter estimation procedure for clustering algorithms is shown
in Figure 2, and will be introduced as follows in detail.

2.1. Initialization parameters estimation procedure. In the grey image, a single
random variable known as grey level, is used to assign intensity values to the pixels. In
case of grey image, the grey level li is defined as {li ∈ Z+∪0|0 ≤ li ≤ 255}. Each grey level
has its own occurrence level in the grey image which is actually the histogram function
value or the density of that grey level. Total number of required bins k can be computed
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Figure 2. Flow diagram of the proposed approach to estimate initializa-
tion parameters

as

k =

⌈
max greylevel − min greylevel

h

⌉
(1)

where ⌈·⌉ indicates the ceiling function; h denotes the bin width. In case of image his-
togram, the histogram of an 8-bit grey image contains 256 bins, indexed from 0 to 255.
Grey image contains intensity levels having a minimum and maximum intensity value of
0 and 255 respectively. So the bin width h is selected to be 1 and maximum value of grey
level is 255, and then the total number of bins k becomes 256.

In the proposed approach, there are two steps of histogram scanning. The first step
is the vertical scanning step, where all the grey levels having an amplitude ali greater
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than the threshold amplitude Tp are processed to obtain possible peak grey levels lp.
Possible peak grey levels lp have an amplitude alp , which is greater than their immediate
neighboring grey levels, i.e., ali+1

and ali−1
. The next step is the horizontal scanning step,

where only the possible peak grey levels selected in the vertical scanning are processed
to eliminate the local maxima peaks in the grey levels range w, obtaining real peak grey
levels. The quantity and the grey level value of real peaks serve as the number of clusters
and the initial cluster centers respectively for the K -means method.

Before proceeding to the histogram scanning procedure, some parameters are deter-
mined using the image histogram. Amplitude threshold Tp for an image histogram distri-
bution is calculated, by counting the number of grey levels having an amplitude greater
than one, i.e., ali ≥ 1, and excluding the grey levels having zero amplitude, i.e., ali = 0,
representing no information. The expressions to determine the threshold amplitude Tp

are given below.

l0 =
(
a

li
≥ 1

)255

i=0
(2)

St =
∑
i∈l0

a
li

(3)

Tp =

(
St

l0

)
(4)

where l0 denotes the number of levels having amplitude greater than or equal to 1; St

denotes the summation of the occurrences of grey levels l0.
An adaptive window width w applied in horizontal scanning step will be automatically

determined for each grey image using the image histogram information. Adaptive window
width w is determined as follows

lt = (ali ≥ Tp)
255
i=0 (5)

w =

⌈
lt
α

⌉
(6)

where lt represents the total number of grey levels in the histogram having an amplitude
greater than or equal to the threshold amplitude Tp; α is a constant {α ∈ Z+|1 ≤ α ≤ lt}
whose value can be selected within the range [1, lt]; in the proposed approach α is set to
a value 10 for all the grey images simulation experiments.

The pseudo code of the proposed algorithm for automatic parameter estimation proce-
dure is shown in Figure 3, and the two steps of histogram scanning will be introduced as
follows.

2.2. Vertical scanning of histogram. In the vertical scanning step, only lt grey levels
will be processed for the selection of a possible peak, having an amplitude greater than
threshold amplitude Tp. The rest of grey levels, i.e., ali < Tp will be discarded, decreasing
the maximum number of grey levels from 255 → lt. For a grey level li to be chosen as a
possible peak grey level lp, it must obey the condition

alt−1
≤ alt ≥ alt+1

(7)

where alt denotes the amplitude at grey level lt, ∀{lt|lt > Tp}.
Possible peak amplitude obtained after the vertical scanning step is denoted as alp .

After the selection of the possible peak grey levels lp, it is quite possible that some of the
possible peaks selected are having grey levels, very close to each other, i.e., (lpi

≈ lpi+1
).

To solve this issue a histogram horizontal scanning step is devised. The possible peaks
and the respective grey levels obtained after vertical scanning step for the sample image
in Figure 1(a) are shown in Figure 1(c).
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Figure 3. The pseudo code of the proposed approach

2.3. Horizontal scanning of histogram. Possible peak grey levels lp selected after the
histogram vertical scanning step can contain grey level that are close to each other, causing
the problem of over segmentation in the final segmented image. So, in the histogram
horizontal scanning step, actual peak grey levels are determined by the scrutiny of the
possible peak grey levels, obtained after the histogram vertical scanning step. In the
histogram horizontal scanning, scrutiny is done by comparing possible peak grey level
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amplitude alp with each grey level amplitude ali lying in range defined by w around the
possible peak grey level lp. In case of having no higher amplitude grey level peak, the
possible peak grey level lp is selected as the real peak grey level lr. Real peak grey levels
lr chosen in this step will serve as the initialization parameters for K -means clustering
algorithm.

For a possible peak grey level lp to be selected as a real peak grey level lr, it must
satisfy the following condition:

lr = (alp ≥ a
li
), ∀a

li
∈ r (8)

where a
li

is the amplitude at a grey level which belongs to the range r of grey levels,
defined by window w.

The real peak grey levels lr obtained after the horizontal scanning step for the sample
image in Figure 1(a) are shown in Figure 1(d). After processing the histogram through
two subsequent histogram scanning procedures, the grey levels lr having the highest peaks
and containing abundant information in the grey image provide the initial parameters.
These parameters namely cluster quantity and initial cluster centers are provided to the
K -means algorithm to output region based image segmentation results.

In short, the proposed algorithm efficiently retrieves the initialization parameters namely,
number of clusters and initial cluster centers, maintaining the manual user interaction to
a least level. These initialization parameters are regraded as highly critical to the per-
formance of K -means method. The flow diagram of the K -means algorithm having the
initialization parameters determined by the proposed histogram based method is shown
in Figure 4.

Start
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New cluster centers 

Change in cluster 
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No End

The proposed 
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Figure 4. The flow diagram of K -means algorithm having the initializa-
tion parameters determined by the proposed histogram based method
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In the next step to produce segmented image, K -means methods assign each pixel to a
nearest cluster center minimizing the SSE (sum of squared error). In the subsequent step,
new cluster centers determination is done by computing the mean of all the pixels within
a cluster. After that, all the pixels belonging to a cluster are replaced by the intensity
level of the cluster centers. This procedure continues until the threshold, i.e., the number
of iterations is reached or the difference between the cluster center updates becomes less
than the threshold value. So, in the final segmented image, individual pixel intensities
are replaced by the cluster center intensity value of the respective cluster. The resulting
image only contains regions instead of pixels and also retains the abundant information
present in the image, which is used by other high level image processing applications, i.e.,
computer vision.

3. Experiments. To test the performance of the proposed approach, some experiments
are carried out on grey images, which are retrieved from MATLAB media or down-
loaded from Berkeley image segmentation database [32], and used in the following se-
quence {(mri.tif denoted as MR), (bag.png denoted as BA), (cameraman.tif denoted as
CA), (coins.png denoted as CO), (moon.tif denoted as MO), (pout.tif denoted as PO),
(glass.png denoted as GL), (AT3 1m4 01.tif denoted as AT)} (see Figure 5(a) and Figure
6(a)), where the sizes of each image is adjusted to make the figure more regular and the
actual sizes of these eight images are listed in Table 1.

In this section, experimental results of the proposed improved K -means (IKM) are
described and compared with another histogram based method (HBA) [33] and the sub-
tractive clustering method (SC) [29]. All the experiments were implemented in MATLAB
version 8.5 and run on a 2.60 GHz Intel(R) Quad core CPU, under Microsoft Windows
10 Operating system. The parameter α is set to a value 10 for all the experiments in this
paper.

To objectively compare the segmented image quality, Q value criterion function is used
in this study [34]. Q value automatically estimates the image segmentation quality taking
consideration of both the small and large regions in the final segmented images. The Q
value evaluation function used in this paper is given below:

Q (I) =
1

10000 (N × M)

√
R ×

R∑
i=1

[
e2

i

1 + log Ai

+

(
R (Ai)

Ai

)2
]

(9)

where N and M are the rows and columns in the image, R is the total number of regions
in the segmented image, ei is the color difference between original and segmented image,
Ai is the area of the region i and R(A) is the number of regions having the same area. ei

is determined by calculating the Euclidean distance between each pixel in original image
and segmented image. The area of each region Ai is determined by calculating the total
number of pixels constituting that region. Smaller values of Q represent good segmen-
tation results whereas higher values indicate higher color error (under segmentation) or
over segmentation and thus point toward inferior segmentation results.

The final results of the image segmentation based on the SC, the HBA and the proposed
IKM method are shown in Figure 5 and Figure 6. The comparison of number of clusters,
computation time and the Q value of the SC, the HBA and the proposed IKM method is
listed in Table 1.

The results in Table 1 show that because SC method took account of each and every
pixel for the determination of initial estimates for K -means clustering algorithm, its com-
putational complexity grows in a linear way with the increasing image size. Even though
the segmentation results produced by SC based K -means are good enough subjectively
and objectively, the estimate of cluster number is needed to be imputed by the user.
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(a) (b) (c) (d)

1. MR

2. BA

3. CA

4. CO

Figure 5. The final image segmentation results for image #1-#4: a) the
original image; b) based on the SC method; c) based on the HBA method;
d) based on the IKM method

(a) (b) (c) (d)

5. MO

7. GL

6. PO

8. AT

Figure 6. The final image segmentation results for image #5-#8: a) the
original image; b) based on the SC method; c) based on the HBA method;
d) based on the IKM method
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Table 1. The image segmentation results based on three parameter ini-
tialization methods

Samples Number of clusters Q-value of segmentation Computational time (s)
Name Size SC HBA IKM SC HBA IKM SC HBA IKM
1. MR 128*128 2 2 2 0.001 0.34 0.001 2.54 0.23 0.19
2. BA 250*189 2 3 2 0.02 0.43 0.02 17.36 0.62 0.46
3. CA 256*256 4 2 4 0.005 1.23 0.004 31.98 0.68 0.81
4. CO 246*300 3 2 3 0.006 1.31 0.006 39.84 0.70 0.81
5. MO 537*358 2 2 2 0.06 3.67 0.06 358.78 1.79 1.66
6. PO 291*240 8 5 8 0.0009 0.12 0.0003 37.44 1.14 1.29
7. GL 181*282 5 4 5 0.004 0.20 0.005 20.53 0.69 0.76
8. AT 480*640 3 2 3 0.01 4.47 0.01 1181.10 2.77 16.30

Generally, the number of clusters used for SC method is the same as determined by the
proposed algorithm as can be seen in Table 1. However, the high computation cost of
SC makes it less feasible for real-time image processing scenario. On the other hand,
HBA based method, even though being computationally inexpensive as compared to SC,
encountered the problem of determining less number of clusters which resulted in loss of
important information, hence reducing the image segmentation quality as can be observed
in the case of sample image #8 (AT3 1m4 01.tif) in Figure 6. The final segmented image
results in Figure 5, Figure 6 and the objective evaluation in Table 1 indicate that the
performance of our improved K -means is better as compared to other two approaches.

Remark 3.1. The results in Table 1 show that the computation time of the proposed
method may be longer than the HBA based method for some certain image segmentation
tasks; however, the proposed method definitely produces far better segmented images, as
represented by the Q value. The performance to balance the computation time and the
image segmentation results is very important for the image processing approach.

4. Discussions. The results of the image segmentation experiments in Section 3 show
that the proposed approach can perform grey image segmentation task efficiently while
automatically determining both the initialization parameters properly. Some performance
aspects of the proposed approach are discussed in this section.

To discuss the performance of the proposed approach in image segmentation for other
grey images, some further experiments are conducted on some commonly used images
({(Lena.png denoted as LE), (Valley.jpg denoted as VA), (Airplane.jpg denoted as AI),
(Mountain.jpg denoted as MT)}). The final image segmentation results based on the
proposed IKM method are shown in Figure 7 and Table 2. The results obtained are
satisfactory as the number of regions determined by our automatic initialization parameter
estimation procedure, segmented the image capturing the majority of information in the
image and also preserving the boundaries between different regions in the final segmented
image.

The initialization parameters obtained by the proposed approach in these four images
are compared with those of the HBA and SC methods (see Figure 8 and Figure 9). In each
approach cluster centers are presented in the order of retrieval. SC method determined
the initial cluster centers, in the order of the grey levels having the least average Euclidean
distance to other pixel intensities in the grey image. HBA based approach determined
cluster centers in the ascending order of grey levels. For the initialization parameter de-
termination more priority is given to grey level peaks having a large span whereas, grey
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(a) (b)

9. LE

10. VA

11. AI

12.MT

Figure 7. The final image segmentation results: a) the original image; b)
the image segmentation results based on the IKM method

Table 2. The image segmentation results based on three methods

Samples Number of clusters Q-value of segmentation Computational time (s)
Name Size SC HBA IKM SC HBA IKM SC HBA IKM
9. LE 512*512 4 6 4 0.02 0.40 0.01 731.18 3.58 3.06
10. VA 321*481 4 3 4 0.03 1.16 0.02 229.85 1.80 1.85
11. AI 321*481 2 2 2 0.03 3.69 0.03 230.24 7.37 6.68
12. MT 321*481 4 4 4 0.01 0.50 0.02 225.83 1.92 1.86

level peaks having more occurrence in the grey image are ignored. This procedure some-
times results in the determination of less number of clusters, which causes loss of salient
information in the image (see the case of sample image #10 (Valley.jpg) in Figure 8(b)).
Also, it presented the problem of selecting cluster centers very close to each other, as
can be seen in case of sample image #9 (Lena.jpg) in Figure 8(b), whereas our proposed
algorithm determined proper number of clusters which accurately segmented the image.
Moreover, the grey levels determined as initial cluster centers by our proposed algorithm
have higher occurrence in the grey image. It can be figured out that the initialization
parameters determined by our proposed approach are better, as the proposed IKM tech-
nique provides proper number of clusters and better initial cluster centers, representing
abundant information in the image.
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Figure 8. The initial cluster centers and cluster quantity for image #9-
#10: (a) obtained by SC method; (b) obtained by HBA method; (c) ob-
tained by the IKM method

To further discuss the performance of the proposed improved K -means method with
other membership based soft clustering algorithms, i.e., FCM [35] and K -medoids [36],
some experiments are conducted. All the 12 images used in this paper are employed to
perform this experiment and the results are listed in Table 3. For the proper perfor-
mance evaluation, initialization parameters provided to each clustering algorithm are the
same which are determined by our proposed IKM method. K -medoids algorithm has
shown the highest overall computation cost, even though in some cases it shows better
segmentation quality. From the data analysis, it can be observed that the computation
cost of K -medoids becomes expensive when an image is segmented into less number of
clusters. This aspect can be observed in the case of sample image #5 (moon.tif), which



1522 Z. KHAN, J. NI, X. FAN AND P. SHI

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

3000

3500

Grey level

2nd 

(101)

1st 

(30)

 4th 

(254)

3rd 

(119)

0 50 100 150 200 250 300
0

1000

2000

3000

4000

5000

6000

Grey level

2nd 

(133)

1st 

(100)

fr
eq

u
en

cy

fr
eq

u
en

cy

0 50 100 150 200 250 300
0

1000

2000

3000

4000

5000

6000

Grey level

fr
eq

u
en

cy

1st 

(126)

2nd 

(106)

0 50 100 150 200 250 300
0

1000

2000

3000

4000

5000

6000

Grey level

fr
eq

u
en

cy

11. AI

1st 

(126)

 2nd 

 (106)

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

3000

3500

Grey level

fr
eq

u
en

cy

12.MT

1st 

(100)

 2nd 

 (60)

3rd 

(123)
4th 

(251)

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

3000

3500

Grey level

fr
eq

u
en

cy

1st 

(100)

3rd 

(30)

2nd 

(60)

4th 

(254)

(a)

(b)

(c)

Figure 9. The initial cluster centers and cluster quantity for image #11-
#12: (a) obtained by SC method; (b) obtained by HBA method; (c) ob-
tained by the IKM method

has more computation cost than sample image #9 (Lena.png), even though Lena.png has
larger image size as compared to moon.tif, the computation cost for moon.tif is more as
it is segmented into two regions whereas Lena.png is segmented into four regions. In the
experimental results presented in Table 3, FCM shows better performance as compared
to K -medoids algorithm, yet large size images have higher increments in computation
cost. K -means algorithm has better image segmentation quality in the majority of cases
discussed and the computation time of K -means makes it more suitable for image segmen-
tation. The results show that the overall performance of the proposed improved K -means
is superior to other soft clustering algorithms in terms of computational complexity and
segmented image quality.
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Table 3. The image segmentation results based on three clustering methods

Name of FCM method K -medoids method The proposed method
samples Time Q-value Time Q-value Time Q-value
1. MR 0.29 0.001 2.35 0.0007 0.19 0.001
2. BA 0.76 0.02 11.83 0.02 0.46 0.02
3. CA 1.83 0.004 11.98 0.004 0.81 0.004
4. CO 1.61 0.006 17.83 0.006 0.81 0.006
5. MO 2.99 0.07 416.39 0.04 1.66 0.06
6. PO 3.71 0.0003 9.43 0.0003 1.29 0.0003
7. GL 1.80 0.006 6.99 0.006 0.76 0.005
8. AT 55 0.01 286.50 0.01 16.30 0.01
9. LE 7.19 0.04 160 0.04 3.06 0.01
10. VA 4.15 0.02 89.90 0.02 1.85 0.02
11. AI 16.92 0.02 1252 0.02 6.68 0.03
12. MT 4.35 0.02 97.30 0.02 1.86 0.02

5. Conclusions. In this paper, we presented an improved K -means algorithm, to over-
come the drawbacks of K -means algorithm in image segmentation scenario. First of all,
an automatic initialization parameter determination algorithm was devised for clustering
algorithms, employing the image histogram information. The process was organized into
two histogram scanning steps for better determination of initialization parameters. The
initial parameters obtained were fed to K -means algorithm to output regions in the image,
producing the segmented image. The objective and subjective evaluation of the proposed
improved K -means with HBA and SC method was done, in terms of image segmentation
quality and computational complexity. The results endorsed the performance of our pro-
posed improved K -means algorithm. Moreover, the objective evaluation of the proposed
improved K -means algorithm with other soft clustering algorithms also indicated better
performance of the proposed improved K -means.

For the future research, a region merging technique can be devised to merge the discon-
nected pixels efficiently produced by the K -means method. Furthermore, the initialization
problem of K -means can be extended for the color images and the task of grouping the
individual peaks in the histograms, to represent the true color and the object boundaries
in the image.
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