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Abstract. The traditional text similarity measurement methods based on word fre-
quency vector ignore the senses of words and the semantic relationships between words,
which have become obstacles to text similarity calculation, together with the high-dimen-
sionality and sparsity of document vector. To address the problems, word sense disam-
biguation based on unsupervised learning is used to identify the senses of words and the
key senses are selected to construct the feature vector for document representation. The
definition of concept similarity and the similarity weighting factor between vectors are
proposed to calculate similarity between two documents on the semantic level. The exper-
imental results on benchmark corpus demonstrate that the proposed approach promotes
the evaluation metrics of F-measure.
Keywords: Text similarity measurement, Word sense disambiguation, Unsupervised
learning, Concept similarity computing

1. Introduction. Document clustering automatically partitions the whole document col-
lection into groups of clusters. In a good cluster, all the documents within a cluster are
very similar, while the documents in other clusters are different. How to measure the
similarity between documents is the core issue of document clustering [1]. Text similarity
measurement is also widely used in many other fields. Text similarity measurement is
considered to be one of the best ways to improve the efficiency of information retrieval.
In image retrieval, a better precision can be obtained by the textual information around
image [2]. In automatic evaluation of machine translation and text summarization, an
accurate similarity measurement between the reference sample and the machine gener-
ated one may help to improve the performance of the machine translation and automatic
abstract system [3]. Moreover, text similarity measurement also plays an important role
in text classification, automatic discovery of similar papers and document copy detection
[4].

Traditional text similarity measurements based on VSM (Vector Space Model) com-
monly use the bag-of-words model. Each document is represented as a vector and each
member of the vector denotes the feature value of key word in the document. The feature
value could be word frequency, relative word frequency or TF-IDF (Term Frequency-
Inverse Document Frequency). Cosine similarity, Jaccard similarity and Manhattan dis-
tance are usually used to measure similarity between two vectors [5]. TF-IDF calculation
is relatively simple, together with the high accuracy and recall. Therefore, TF-IDF be-
comes the most widely used weight calculation method, which is a combined measure
of the importance of the word and how much information the word provides. Typically,
the words which have the greater frequency in a document and occur very rarely in the
document set are more related to the topic of the document. However, TF-IDF contains
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only statistical information and cannot express the senses of words and semantic relation
between words. In practical applications, it is not enough to consider only TF-IDF. For
example, pen can have two senses: a writing instrument or an enclosure where small chil-
dren can play. There are two documents regarding pen, which refer to writing instrument
and enclosure respectively. The traditional text similarity measurements based on word
frequency vector are likely to regard them as the similar documents. On the other hand,
two documents concerning fruits may be considered the dissimilar ones because the word
apple or orange occurs in two documents respectively. Furthermore, the dimensionality of
a document vector is huge and the feature values of document vectors are usually sparse,
i.e., a lot of feature values are zeros. Such high-dimensionality and sparsity have become
serious obstacles to text similarity measurement [6].

Many research works on the similarity measurements between words have been carried
out. The knowledge-based similarity measurements use the knowledge in specific fields
and recognize the synonyms, semantic redundancies and textual entailments in the doc-
uments to calculate the text similarity [7]. The establishment of a knowledge base is a
complex and ambitious project, and therefore a knowledge base is generally replaced by
the comprehensive word dictionary [8], such as WordNet or HowNet, in the existing re-
search works. Elias et al. [9, 10] organized all the words to form a semantic network and
examined the edges of the network, node densities, node depths and link types between
them to calculate the similarity between words. The similarity measurement between
words can be expanded into paragraph similarity calculation, and then the paragraph
similarity calculation can be further expanded into article similarity calculation. Piepaolo
et al. [11] used the Lesk-based word sense disambiguation approach to improve the tra-
ditional text similarity measurements based on word frequency vector. F -measure of this
approach had an improvement over the traditional one; however, the high dimensional
feature space not only consumes the time of the clustering algorithm but also reduces the
accuracy. Based on the clustering technology, Kamal et al. [12] proposed the similarity
measurement between sentences and applied it to automatic text summarization. Zhang
et al. [13] introduced ontology to recalculate and reorder the relevance between documents
for the results returned by the search engine; however, this approach required the inter-
actions with users in order to obtain more accurate results. Ma et al. [14] used WordNet
to analyze the concepts of words, synonyms and hyponymy words and replaced the word
frequency vector of vector space model with the new one where each word in the document
was extended to synonyms or hyponymy word. However, there is a lack of similarity mea-
surement definition between two documents in the approach. Bellegarda [15] proposed
LSI (Latent Semantic Index) in statistical language modeling and employed SVD (Sin-
gular Value Decomposition) to reduce the dimensionality of the word-document matrix.
However, this approach did not analyze the effect of the decomposed space dimension on
text clustering. If the decomposed space dimension is too small, the word-document ma-
trix is compressed too much to represent the original semantics. If the decomposed space
dimension is too large, the effect of the dimensionality reduction is not ideal and a lot of
noises retained. Besides, for too sparse corpus, LSI cannot provide a good reflection of
its potential semantics. In summary, the main problems with the existing text similarity
measurements are as follows. a) The polysemous problem and synonym problem are the
main obstacles to the semantic analysis of text similarity measurements. The polysemous
words have multiple possible senses, each of which is only appropriate in certain contexts.
Ambiguity may result in the misunderstanding of a text. b) Although the LSI can be
used to compress the feature space to reduce dimensionality of text representation model,
there is no mature and effective selection method of singular values.
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To address these problems, a text similarity measurement with semantic analysis is
proposed in this paper. The contributions of this paper are as follows. a) The proposed
word sense disambiguation based on unsupervised learning tags the most appropriate
sense of an ambiguous word in the given contexts and the concept similarity computing
based on WordNet measures the semantic similarity between words. b) The proposed
approach selects the important senses that have greater TF-IDF values to construct the
feature vector and determines the optimal proportion of the selected key senses, which
can effectively reduce the dimensionality of text representation model and remove noises.
c) Weight calculation takes account of the degree of semantic relevance between two
feature vectors, TF-IDF value, the occurrence position of sense, and the semantic simi-
larity between concepts, which is more complete and scientific. The experimental results
on benchmark corpus demonstrate that the proposed approach promotes the evaluation
metrics of F -measure and has robustness for synonyms replacement.

The rest of this paper is organized as follows. Related work is discussed in Section 2.
The flow chart of our approach is shown in Section 3. The proposed word sense disam-
biguation based on unsupervised learning and text similarity measurement are described
in Section 4 and Section 5. Experimental results and discussions are presented in Section
6. Finally, concluding remarks are given in Section 7.

2. Related Work. Word Sense Disambiguation (WSD) is defined as the selection of the
intended sense of an ambiguous word from a known and finite set of possible meanings.
This choice is based upon a probabilistic model that tells which member of the set of
possible meanings is the most likely given context in which the ambiguous word occurs
[16]. Corpus-based approaches are employed which make disambiguation decisions based
on probabilistic models learned from large quantities of naturally occurring text. The
approaches take advantage of the abundance of text available online and do not require
deep understanding of the linguistic structure and the availability of rich sources of real-
world knowledge.

These probabilistic models are learned via supervised and unsupervised approaches.
Supervised approaches need to annotate manually the most appropriate sense of the ex-
amples to serve as training data. A generalized model from the set of examples is built
and it is used to disambiguate instances of the ambiguous word found in test data. Unfor-
tunately, sense-tagged text only exists in small quantities and is expensive to create. The
bottleneck is addressed by developing unsupervised approaches that learn probabilistic
models from raw untagged text. In unsupervised framework, the sense is treated as a
latent or missing feature. The EM (Expectation Maximization) algorithm is usually used
to estimate the parameters of a probabilistic model [17].

At the heart of the EM algorithm lies the Q-function. This is the expected value of
the log of the likelihood fun for the complete data sample, D = (Y, S), where Y is the
observed data and S is the missing sense value:

Q
(
Θnew|Θold

)
= E

[
ln p(Y, S|Θnew)|Θold, Y

]
(1)

Here, Θold is the previous value of the maximum likelihood estimates of the parame-
ters and Θnew is the improved estimate; p(Y, S|Θnew) is the likelihood of observing the
complete data given the improved estimate of the model parameters. When approximat-
ing the maximum of the likelihood function, the EM algorithm starts from a randomly
generated initial estimate of the model parameters and then replaces Θold by the Θnew

which maximizes Q(Θnew|Θold). This is a two-step process, where the first step is known
as the expectation step, i.e., the E-step, and the second is the maximization step, i.e.,
the M-step [18]. The E-step finds the expected values of the sufficient statistics of the
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complete model using the current estimates of the model parameters. For decomposable
models these sufficient statistics are the frequency counts of events defined by the mar-
ginal distributions of the model. The M-step makes maximum likelihood estimates of the
model parameters using the sufficient statistics from the E-step. These steps iterate until
the parameter estimates Θold and Θnew converge.

The word sense disambiguation approach based on EM algorithm utilizes an iterative
estimation procedure to classify an ambiguous word into one of several predetermined
senses. However, the approach usually computes expensively and converges slowly because
of the large number and random initialization of model parameters. In this paper, an
improved approach is proposed, which makes use of mutual information theory based
on Z -test to select features and uses a statistical learning algorithm to estimate initial
parameter values.

3. The Processing Flow of the Proposed Approach. The flow chart of the proposed
approach is shown in Figure 1.

Documents
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word sense 

disambiguation

Semantic feature 

selection

Weight calculation 

based on combined 

mechanism

Weighted concept 

space construction

Semantic similarity 
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WordNet

Stop words 
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Figure 1. The flow chart of the proposed approach

Although original documents contain the most complete text information, natural lan-
guage processing technology has not fully dealt with them. Preprocessing is necessary
before converting document into vector. Preprocessing includes deleting stop words and
function words. The semantics of a document is directly related to the senses of its con-
tained words, and one can expect to capture more precise content of a document when
the senses are used. In the proposed approach, the words in a preprocessed document
are firstly mapped to senses by the improved word sense disambiguation based on unsu-
pervised learning. Secondly the key senses are selected as features if the TF-IDF values
of them are greater than the given threshold. The weight based on combined mechanism
is calculated according to the importance of each feature to the topic of the document.
The document can be represented as a vector with the weight of the feature as a member
of the vector. Finally, the semantic similarity between the two documents is calculated
according to the proposed similarity measurement definition.
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4. Word Sense Disambiguation Based on Unsupervised Learning.

4.1. The probabilistic model. The probabilistic model can indicate which sense of an
ambiguous word is most probable given the context in which it occurs. The probabilistic
models consist of a parametric form and parameter estimates. The parametric form shows
which contextual features affect the values of other contextual features as well as which
contextual features affect the sense of the ambiguous word. The parameter estimates tell
how likely certain combinations of values for the contextual features are to occur with a
particular sense of an ambiguous word.

It is assumed the parametric form is Naive Bayes. Unsupervised learning requires that
the variable value associated with the sense of an ambiguous word be treated as missing
or unobserved data in the sample. The sense of an ambiguous word is represented by a
feature variable S. The observed contextual features are represented by F1, F2, . . . , Fi,
. . . , Fn, where Fi is the ith feature variable. Here is the assumption that all the features
of an event are dependent. Bayesian estimate is the product of the prior probability, p(S),
and the conditional probability, p(Fi|S). This product defines the posterior probability
function, p(S|F1, F2, . . . , Fn), defined by Bayes Rule as:

p(S|F1, F2, . . . , Fn) =
p(F1, F2, . . . , Fn, S)

p(F1, F2, . . . , Fn)
=

p(S) ×
∏n

i=1 p(Fi|S)∑
s p(F1, F2, . . . , Fn, S)

(2)

The parameters of the model are p(S) and p(Fi|S).

4.2. Feature selection. WSD acquires linguistic knowledge from the given context in
which the ambiguous word occurs. However, not all the contexts contribute to the sense
classifier [19]. In this paper, we make use of mutual information theory based on Z -test
to select the senses that have contributions to the value of a classification variable as
contextual features. In this way, the proposed model not only reduces the noises brought
in the disambiguation model, but also decreases the amounts of computation. There is an
assumption that contextual features are only defined within the boundaries of the sentence
in which an ambiguous word occurs. In other words, only information that occurs in the
same sentence is used to resolve the meaning of an ambiguous word.

Mutual information describes the relation between variables in the information theory.
In the proposed model, an ambiguous word is represented by w and a contextual word
is represented by wj, where wj is the jth contextual word. Their mutual information,
I(w, wj), is defined to be

I(w,wj) = log2

p(w, wj)

p(w)p(wj)
= log2

Mf(w, wj)

f(w)f(wj)
(3)

Mutual information compares the joint probability of observing w and wj together
with the probabilities of observing w and wj independently. If there is a genuine relation
between w and wj, the joint probability p(w, wj) will be much greater than the chance
of p(w)p(wj), and consequently I(w, wj) ≫ 0. If there is no interesting relation between
w and wj, then p(w, wj) ≈ p(w)p(wj), and thus, I(w,wj) ≈ 0. If w and wj are in
complementary distribution, then p(w, wj) will be much less than p(w)p(wj), and forcing
I(w, wj) ≪ 0. Word probabilities p(w) and p(wj) are estimated by counting the number
of observations of w and wj in a corpus, f(w) and f(wj), and normalizing by M, the size
of the corpus. The joint probability, p(w, wj), is estimated by counting the number of
times that w and wj co-occur, f(w, wj), and normalizing by M.

The threshold should be different when the mutual information has a different distri-
bution. In practice, it is difficult to achieve. To address the problem, Z -test is used to
transform the distribution of mutual information into the standard normal distribution in
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proposed model. In this way, we can use a uniform threshold to select features regardless
of the distribution of mutual information.

The standard normal distribution is a normal distribution with µ = 0 and σ2 = 1.
An arbitrary normal distribution can be converted into the standard normal distribution
by taking µ = 0 and expressing deviations from µ in standard deviation units. If X ∼
N(µ, σ2), then Z = (X − µ)/σ ∼ N(0, 1). The mean, the variance and the value of Z are
calculated as follows.

E =
1

n

n∑
i=1

I(w, wj) (4)

D =
1

n

n∑
i=1

(I(w,wj) − E)2 (5)

Z =
I(w,wj) − E√

D
(6)

If the calculated value of Z is greater than the given threshold, the contextual word
wj will be selected as a feature. According to the 3σ theorem in the probability theory,
we can know that the area included under the standard normal curve between Z = −3
and Z = 3 is 99.74%. Consequently, the threshold should be in the range of (−3, +3).
The larger the threshold, the more information the selected feature will contribute to
ambiguous word sense classifier.

4.3. Initial parameter estimate. The EM algorithm cannot guarantee to find the
global optimal solution. There is a closed relationship between the final solution and
the initial estimate of the model parameters. The irrelevant initial estimate will lead to a
poor solution. In this paper, a statistical learning algorithm is proposed to estimate the
initial parameters of EM iteration.

Unsupervised learning is based upon raw or untagged text. No external knowledge
sources are employed. It seems that the parameters of the model cannot be calculated
from raw text. However, it is not truth. Maximum entropy principle in information theory
tells us that an undetermined distribution should obey the uniform distribution. It is the
assumption that the probability and the frequency of each sense of an ambiguous word
appearing in the given context are all uniform. However, some words in the corpus have
the same senses. These senses occur repeatedly and the occurring frequencies are different.
Consequently, the status of the uniform distribution will be broken easily in the machine
learning. The different statistical information will come forth. The sense distributions
of an ambiguous word are not uniform in the final statistical results. The imbalance
of distribution is a natural reflection of the real text. Based on the above opinion, we
can estimate the distribution of a sense in raw corpus. The proposed statistical learning
algorithm is as follows:

Input: The corpus.
Output: Estimated initial value of p(S) and p(Fi|S).
Step 1: The possible senses of an ambiguous word are defined by WordNet.
Step 2: A (m + 1) × (n + 2) table of word frequency is constructed, where m is the

number of sense items and n is the number of contextual words. The number of the
occurrence of sense item, the number of the co-occurrence of each item and its context
occurring in the corpus are both calculated. The number of the occurrence of sense item
si is represented by f(si) and the number of times that sk and its contextual word wj

co-occur is represented by f(sk, wj). The data in the table is initialized to zero. The
statistic table of word frequency is shown in Table 1.
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Table 1. Statistic table

sense f(si) f(si, w1) . . . f(si, wn)

sense1 f(s1) f(s1, w1) . . . f(s1, wn)

sense2 f(s2) f(s2, w1) . . . f(s2, wn)

. . . . . . . . . . . . . . .

sensek f(sk) f(sk, w1) . . . f(sk, wn)

. . . . . . . . . . . . . . .

sensem f(sm) f(sm, w1) . . . f(sm, wn)

Step 3: If an ambiguous word has i sense items, the number of the occurrence of each
sense item and the number of co-occurrence of it and its context will be added the number
1/i.

Step 4: The initial values of the model are calculated by the following formulas.

p(si) =
f(si)∑m
i=1 f(si)

(7)

p(wj|si) =
f(si, wj)

f(si)
(8)

According to law of large numbers in probability theory, we can know that the estimated
distributions obtained from a large number of trials should be close to the expected value,
and will tend to become closer as more trials are performed.

The sense of a word is represented in sense no. formats. In WordNet, each synset has
a unique offset in the database. This offset can be used as the unique ID for this sense.
All the synonyms in this synset share the same offset. For example, the offset of the first
sense of noun course is 00831838. The offset representation format is helpful for both the
synonym problem and the polysemous problem.

4.4. Parameter estimates of the probabilistic model. EM algorithm is used to
estimate the parameters of the probabilistic model in proposed approach, in which E-step
and M-step processes iterate until the parameter estimates converge. In E-step process,
the expected values of the sufficient statistics of the Naive Bayes model are computed.
These are the frequency counts of marginal events of the form (Fi, S) and are notated
freq(Fi, S). Since S is unobserved, the values for it must be imputed before the marginal
events can be counted. During the first iteration of the EM algorithm, values for S are
imputed by the special parameter initialization following the proposed initial parameter
estimates algorithm above. Thereafter, S is imputed with values that maximize the
probability of observing a particular sense for an ambiguous word in a given context:

S =
argmax

Sx p(S|f1, f2, . . . , fn−1, fn) (9)

From p(a|b) = p(a, b)/p(b) and p(a, b) = Σcp(a, b, c) it follows that:

S =
argmax

Sx
p(S) ×

∏n
i=1 p(fi|S)∑

s p(f1, f2, . . . , fn, S)
(10)

This calculation determines the value of S to impute for combination of selected feature
values. Given imputed values for S, the expected values of the marginal event counts,
freq(Fi, S), are determined directly from the data sample. These counts are the sufficient
statistics for the Naive Bayes model.
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In M-step process, the sufficient statistics from the E-step are used to re-estimate the
model parameters. This new set of estimates is designated Θnew while the previous set of
parameter estimates is called Θold. The model parameters p(S) and p(Fi|S) are estimated
as follows:

p(S) =
freq(S)

N
(11)

p(Fi|S) =
freq(Fi, S)

freq(S)
(12)

If the difference between the parameter estimates obtained in the previous and current
iteration is less than some pre-specified threshold ε, i.e.,∥∥Θold − Θnew

∥∥ < ε (13)

then the parameter estimates have converged and the EM algorithm stops. If the difference
is greater than the threshold, Θnew is renamed Θold and the EM algorithm continues.

The pre-specified threshold ε is usually a smaller positive number, i.e., 0.01 or 0.001.
The smaller the threshold is, the more iterations the EM algorithm will run and the slower
the algorithm converges.

5. Text Similarity Measurement.

5.1. Key senses selection. TF-IDF method is used to select key senses in a document
in this paper, which is a combination of sense frequency and inverse document frequency
here. Sense frequency is based on the assumption: the weight of a sense that occurs in a
document is simply proportional to the sense frequency. Typically, the senses which have
the greater frequency are more related to the topic of the document. Inverse document
frequency is a measure of how much information the sense provides, which is incorporated
which diminishes the weight of senses that occur very frequently in the document set and
increases the weight of senses that occur rarely [20]. The formula for TF-IDF is given
below:

tfidf(snoik) = tf(snoik) × idf(snoik) =
tik∑m
k=1 tik

× log
n

|{i : snok ∈ di}|
(14)

where

• tik: the number of times the sense snok occurs in document di;
•

∑m
k=1 tik: sum of the number of times each sense occurs in document di;

• n: total number of documents in the corpus;
• |{i : snok ∈ di}|: number of documents where the sense snok appears.

According to information theory, IDF actually is a cross-entropy of sense probability
distribution in the certain conditions. If we select the key senses which have the greater
TF-IDF values to construct the feature vector to represent a document, not only the
content of a document can be characterized precisely but also the dimensions of text
representation model can be reduced effectively. In proposed approach, the TF-IDF values
of the senses in a document are sorted and the senses with high TF-IDF values are selected
to construct feature vector.

5.2. Concept similarity computing. WordNet is a large lexical database of English,
which was created in the cognitive science laboratory of Princeton Unversity. Nouns,
verbs, adjectives and adverbs are grouped into sets of cognitive synsets, each expressing
a distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical
relations. The most frequently encoded relation among synsets is the hyponymy relation.
Hyponymy relation is transitive: if an armchair is a kind of chair, and if a chair is a kind
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of furniture, then an armchair is a kind of furniture [21]. Since the distance and depth
between concepts are easily available and the two properties are better able to distinguish
conceptual-semantic, we take advantage of the distance and depth between concepts to
measure semantic similarity. Related definitions are as follows.

Definition 5.1. Concept Hyponymy Graph (CHG). The number of concept hyponymy
relations accounts for nearly eighty percent of the total number of all relations in WordNet.
A graph is formed by the hyponymy relations between concepts, which is called CHG.
CHG = (V,E, r), where V denotes the set of concept nodes, E is a binary relation on the
set V , r is the root node.

Definition 5.2. Conceptual path. A sequence of concept nodes P = (v1, v2, . . . , vn) is
given, where P is the conceptual path from node v1 to vn if and only if E(vi, vi+1) (0 <
i < n) exists.

Definition 5.3. Length of conceptual path. The conceptual path P = (v1, v2, . . . , vn) from
v1 to vn is given, then the length of P is n − 1. It is referred to as Lp = n − 1.

Definition 5.4. Depth of concept node. The concept node v and the shortest conceptual
path P = (r, v1, v2, . . . , vn, v) from node v to r are given, then the depth of v is defined as
the length of P , denoted by Dv = Lp.

Definition 5.5. Distance between concept nodes. The concept nodes v1, v2 and the com-
mon ancestor node set V are given, and Pi1 and Pi2 are the shortest conceptual path
of the concept node vi (vi ∈ V ) to v1 and v2 respectively and the length Lpi1 and Lpi2

are known, then the distance between concept nodes v1 and v2 is defined as L(v1, v2) =
min

0<i≤|V |
(Lpi1 + Lpi2) and the distance from the concept node to itself is defined as zero.

L(v1, v2) = min
0<i≤|V |

(Lpi1 + Lpi2) and L(v2, v1) = min
0<i≤|V |

(Lpi1 + Lpi2), therefore L(v1, v2) =

L(v2, v1), that is the distance between concept nodes is symmetrical.

Definition 5.6. Depth of concept nodes. The concept nodes v1, v2 and the common
ancestor node set V are given, and Pi1 and Pi2 are the shortest conceptual paths of the
concept node vi (vi ∈ V ) to v1 and v2 respectively and the lengths Lpi1 and Lpi2 are

known, then the depth of concept nodes is defined as D(v1, v2) = Di| min
0<i≤|V |

(
Lpi1 + Lpi2

)
,

where Di is the depth of the concept node vi. D(v1, v2) = Di| min
0<i≤|V |

(Lpi1 + Lpi2) and

D(v2, v1) = Di| min
0<i≤|V |

(Lpi1 + Lpi2), therefore D(v1, v2) = D(v2, v1), that is the depth of

concept nodes is symmetrical.

The shorter the distance between concept nodes is, the greater semantic consistency
between them exists. The bigger the depth between concept nodes is, the greater semantic
consistency between them will be obtained. The semantic similarity between concepts is
calculated by the hierarchical structure composed of super-subordinate relations in this
paper. The concept similarity definition is as follows.

sim(v1, v2) =
2D(v1, v2)

2D(v1, v2) + L(v1, v2)
(15)

where D(v1, v2) is the depth of concept nodes and L(v1, v2) is the distance between concept
nodes.

The recognition ability of human being is limited. Yang and Powers [22] found that
the upper limit of the distance between concept nodes which can effectively distinguish
semantic similarity is 12. The maximum depth of concept node in WordNet is 16. We
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define the value of L(v1, v2) to be 12 if the value is greater than 12, and limit the range of
L(v1, v2) to be LV = {i|0 ≤ i ≤ 12, i ∈ Z} and the range of D(v1, v2) to be DV = {i|0 ≤
i ≤ 16, i ∈ Z}.

5.3. Semantic similarity calculation. The key senses represent the most important
information of a document. Therefore, the text similarity can be described by the similar-
ity between the vectors of key senses. Text similarity measurement is converted to vector
similarity measurement. In the vector space model, the cosine of the angle between two
feature vectors is usually used to measure the similarity between two documents. Let
v̄i = (ai1, ai2, . . . , aik, . . . , ain) and v̄j = (aj1, aj2, . . . , ajl, . . . , ajn) be the feature vectors of
the ith document and the j th document respectively, where aik (1 ≤ k ≤ n) denotes the
feature value of snok in the ith document. In this paper, the formula for the feature value
is as follows.

aik = tfidfi(snoik) × pwf(snoik) × max
1≤l≤n

sim(snoik, snojl) (16)

where tfidf(snoik) denotes the TF-IDF of snoik in the ith document, pwf(snoik) de-
notes the position weighting factor of snoik, max

1≤l≤n
sim(snoik, snojl) denotes the maximum

semantic similarity with other concepts in the vector v̄j.
The position of a sense in the document should be considered in the text similarity

measurement. The senses in the title are more important than the ones in the main
body of document. Even in the main body, the senses at the beginning and end of
documents are more important than the ones in the middle of documents. Therefore, the
senses appearing in the title and important positions should be weighted to improve the
accuracy of clustering. The position weighting factor of a sense is calculated as follows.

pwf(snoik) = 1 + log2(1 + n(snoik)) (17)

where n(snoik) denotes the total number of snoik occurring in the title, abstract, keywords,
conclusions. The senses which occur more times in the above positions are more important
for text clustering, and their position weighting factors are greater.

The semantic similarity between two vectors is calculated as follows.

V ectSim (v̄i, v̄j) =
v̄iv̄j

∥v̄i∥∥v̄j∥
(18)

If the senses which have greater semantic relevance with other ones are numerous and
the TF-IDF values of these items are greater in the respective documents, it is implied that
these senses contribute more to text clustering. In this paper, the vectors are weighted
according to the proportion of the TF-IDF values of senses, which satisfy a given semantic
relevance demand, in the sum of TF-IDF values throughout the text. The relevance
weighting factor between vectors is defined as follows.

wf = 1 +
1

2
×


∑

k∈Λi

tfidf(snoik)

m∑
k=1

tfidf(snoik)
+

∑
l∈Λj

tfidf(snojl)

n∑
l=1

tfidf(snojl)


×

(√
V ectSim (v̄i, v̄j) − V ectSim (v̄i, v̄j)

) (19)

where tfidf(snoik) denotes the TF-IDF value of the sense snoik.
∑

k∈Λi
tfidf(snoik)/∑m

k=1 tfidf(snoik) shows that the percentage of the TF-IDF values of all the key senses,
of which the semantic similarities between them and other concepts in the vector v̄j exceed
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the given threshold, in the sum of TF-IDF values of all the senses in the vector v̄i. The
set Λi and Λj of the above expression are defined as follows.

Λi =

{
k : 1 ≤ k ≤ m, max

1≤l≤n
{sim(snoik, snojl)} ≥ σ

}
(20)

Λj =

{
l : 1 ≤ l ≤ n, max

1≤k≤m
{sim(snojl, snoik)} ≥ σ

}
(21)

If the semantic similarity between the sense snoik in the vector v̄i and the sense snojl

in the vector v̄j is larger than the given threshold, the sense snoik is put into the set Λi.
Similarity, each element contained in the set Λj is selected respectively.

The text similarity measurement between two documents is given as follows.

TextSim (v̄i, v̄j) = wf × V ectSim (v̄i, v̄j) (22)

6. Experiments. Semcor 3.0, which is constructed by Princeton University according
to WordNet, is used as the corpus of word sense disambiguation. One hundred and fifty
tagfiles are selected as the training data and thirty-six tagfiles are selected as the test
data from brown1 and brown2. Three approaches are compared their disambiguation
accuracies in the experiment. The first one uses the traditional EM algorithm to estimate
the values of the senses of ambiguous words. The second one adds the proposed feature
selection before EM algorithm. The third one adopts the proposed model in this paper,
which not only adds the feature selection, but also uses the statistical learning algorithm
to estimate the initial parameters of the model before EM algorithm is employed. In
order to discuss the relation between the accuracy of the classification and the size of the
training corpus, the training corpora of different sizes are employed. The training corpora
are A (50tagfiles), B (100tagfiles) and C (150tagfiles) respectively. The experimental
results of the three approaches in the open test are shown in Table 2.

Table 2. The experimental accuracies

Approach A-open B-open C-open
The first approach .689 .701 .734

The second approach .747 .763 .797
The third approach .751 .769 .804

From Table 2 we can know that the third approach is the best in WSD, the second one
is secondary, and the first one is the worst. The comparison between the second approach
and the first one verifies the active effect of feature selection. By selecting features, the
dimensionality of the problem and the jamming of useless features are reduced. The
accuracy of WSD is obviously improved. The comparison between the third approach
and the second one shows that the initial parameter estimation of the model has also
positive effect on improving the accuracy of WSD. From the table we can also know that
the accuracy of WSD will tend to become higher as the more training data is employed.
According to the statistical results, the average number of feature variables is decreased
from 9 to 5 because of feature selection. EM algorithm estimates the parameters of the
model p(S) and p(Fi|S). Thus the computation of each iteration in proposed approach is
reduced about 44.4%.

Reuters-21578 and 20Newsgroups corpora are used in the text similarity measurement
experiment. There are significant differences in the size of text, the number of clustering
and text distribution in these data sets. The format of the text in the Reuters-21578 is
SGM rather than plain text, and thus the documents need be preprocessed. Three text
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Table 3. Characteristics of the experimental data

Set
Total

number of
documents

Number
of

clusters

Minimum
number

of documents
in a cluster

Maximum
number

of documents
in a cluster

Average
number

of documents
in a cluster

R1 100 8 9 16 13
R2 300 8 30 57 38
R3 500 8 51 78 63
N1 200 10 15 25 20
N2 500 10 40 60 50
N3 1000 10 80 120 100

subsets are selected in each data set, namely R1, R2, R3 from the Reuters-21578 and N1,
N2, N3 from the 20Newsgroups. Each document in the data set is divided into one or
more specific classes in advance. Table 3 shows the characteristics of each data subset.

K-Means (KM) and Bisecting K-Means (BKM) clustering algorithms provided in the
CLUTO software package [23] are employed. F -measure is evaluated, which considers
both the precision and the recall of the test to compute the score. Given a set of labeled
documents belonging to i classes, we assume the clustering algorithm to partition them
into j clusters. The number of the cases in class i is represented by ni and the number of
cases in cluster j is represented by nj. The number of the cases that are both in cluster
j and class i is represented by nij. The precision, recall, and F -measure are defined as
follows.

P (i, j) =
nij

nj

(23)

R(i, j) =
nij

ni

(24)

F (i, j) =
2 × P (i, j) × R(i, j)

P (i, j) + R(i, j)
(25)

where P is the precision of cluster j and R is the recall of cluster j.
The F -measure of all of the clusters is the sum of the F -measures of each class weighted

by its size:

F =
∑

i

ni

n
max

j
F (i, j) (26)

An F -measure reaches its best value at 1 and worst at 0.
The optimal proportion of the selected key senses need be determined in the experiment.

BKM algorithm is used for clustering and the concept similarity threshold σ is set to zero,
that is the concept similarity measurement is not used to weight and all the senses are
equally important. Figure 2 shows the F -measures of the selected key senses of different
proportions. Experimental results demonstrate that the clustering is best when the top
30 percentage of senses are selected as the key ones. When the percentage is less than 30,
the number of the selected key senses is too small to the lack of extracted text feature
information. When the percentage is more than 30, the extracted text feature information
is sufficient; however, many of senses have very little contribution to the text clustering.
The more selected key senses are, the more noises are kept. Consequently, the clustering
result is not satisfactory when the number of selected key senses is continuously increased.

The clustering results obtained by the different concept similarity thresholds are shown
in Figure 3. F -measures are gradually improved except in the N1 data set when the
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Figure 2. The clustering results of key senses of different percentages
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Figure 3. The clustering results of the different concept similarity thresholds

concept similarity threshold σ is less than or equal to 0.7 and it is increased. The reason
is that the semantic discrimination between documents becomes larger when the concept
similarity threshold is increased. The clustering effect is getting better. F -measure of the
clustering reaches a peak when the concept similarity threshold is equal to 0.7. However,
when the similarity threshold is more than 0.7 and further improved, F -measure declines
rapidly. The reason is that the proportion of senses, of which the maximum semantic
similarity with other concepts exceeds 0.7 in the data set, is small. The guidance effect
of the relevance weighting factor between vectors is weakened, and the overall F -measure
is reduced.

The proposed approach is compared with the traditional TF-IDF method and the
WordSim method presented in paper [13]. The top 30 percentage of senses are selected as
the key ones and the concept similarity threshold σ is set to 0.7 in the experiments. The
WordSim method uses WordNet to integrate background knowledge into the text repre-
sentation. The clustering results of the three approaches using KM and BKM algorithms
are shown in Figure 4 and Figure 5. As shown, our method performs better than others.
The results demonstrate that word sense disambiguation based on unsupervised learning
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Figure 4. The clustering results of the different approaches using KM algorithm

Figure 5. The clustering results of the different approaches using BKM algorithm

and the proposed semantic similarity definitions effectively promote F -measure of text
similarity measurement.

7. Conclusions. We have presented a text similarity measurement with semantic anal-
ysis. The proposed approach has the following characteristics.

• Word sense disambiguation distinguishes effectively the senses of words in different
contexts. In addition, the proposed approach obtains automatically the knowledge
of word from raw text, which avoids the time-consuming sense annotation and data
sparsity of supervised learning.

• The selection of key senses reduces the dimensionality of text representation model
and removes noises, which improves the efficiency of text clustering.

• By computing the concept similarity and weighting the vector of key senses, the
proposed approach improves the importance of those key senses that have both
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larger semantic relevances with other concepts and greater TF-IDF values in text
similarity calculation, which has positive effect on text clustering.

Experimental results on benchmark corpus have shown that the proposed approach pro-
motes the evaluation metrics of F -measure. The proposed approach can be widely applied
in the fields of machine translation, document summarization, document classification and
document copy detection.

In future work, we will introduce deep neural network to extract the latent features
which are difficult to artificially constructed. Deep learning uses multi-layer neural net-
works and requires complex computation. With the rapid development of machine learn-
ing theory and computer hardware, we will use the advanced hardware architecture such
as GPU (Graphic Processing Unit) or TPU (Tensor Processing Unit) computing to reduce
computational complexity.
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