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ABSTRACT. Social media has become one of the most popular web platforms, with an
enormous user base. Many application systems use social media information to gen-
erate search results. A recommendation system is one of technologies that may have
applications on social media. Numerous studies investigate recommendation systems by
combining semantic web reasoning mechanisms. They exploit technologies such as on-
tologies to achieve intelligent recommendations. Users may then more easily use mobile
devices to obtain digital content. We propose a novel method to personalize a recommen-
dation system through the user’s affecting index to exploit user similarity and familiarity
between users.
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1. Introduction. Social media has become one of the most popular web platforms,
driven by the development of web 2.0. Web 2.0 encourages users to participate in content
management, where users can insert, update, and delete their information through the
Internet [1]. Data that users upload to social media are usually in the form of pictures [2],
videos [3,4], likes, and comments. At present, users upload a basic profile, preferences, and
much personal data to social media platforms. Social media platforms such as Facebook,
Twitter, and Yelp may also be used for online shopping. A common problem which users
face is information overload. Users often cannot find the information or items they desire.
Though search engines such as Google can help users to find desired items or informa-
tion, according to Chitika Research [5], users only use 33% of the top result from search
engines, and only 18% from the second page. This shows that many resources are wasted
because the search engine does not know the preferences of the user. Recommendation
systems can address this problem. By applying user preferences and their Internet surfing
habits, a recommendation system can enhance the accuracy of search engines results for
users.

Recommendation systems can help users find items on the Internet based on their
preferences. Many techniques for calculating the recommendation items for the recom-
mendation system have been proposed. One approach is collaborative filtering, which de-
termines the recommendation items based on similarity of ratings on the website. Il and
Alexander proposed a recommendation system based on a combination of content based
filtering, collaborative filtering, and across different domains to produce recommendations
[6]. Parvatikar and Joshi proposed a recommendation system based on collaborative fil-
tering and association rule mining [7]. Their research focuses on user interest in the items
and similarity of interests, in a book recommendation system. This system only consid-
ers how users rate items on the Internet without considering how well users know each
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other. In general, this system treats all users as having similar background, culture, and
preferences, a weakness of these systems.

Many studies have explored approaches for enhancing recommendation systems. Per-
sonal recommendation systems have been proposed to customize recommendation systems
to user needs. Jiang et al. [8] proposed a tag method to recommend services on the In-
ternet. They proposed a hybrid method using tag, time, and user social relationship
information for service recommendations. Maria et al. [9] proposed a personal recom-
mendation system based on web mining technology.

The main problem of traditional recommendation systems is the cold start user prob-
lem, in which a user has no user history on the platform. Traditional recommendation
systems face serious problems recommending items for this type of user. Without a history
of user ratings of items on the platform, collaborative filtering methods lack the infor-
mation needed to build a comparison matrix to calculate the similarity between users.
Collaborative filtering also faces issues with lack information datasets. Since social media
data is usually unstructured or semi-structured data, constructing the comparison matrix
requires large investments of computing resources.

In this paper, we propose an enhancement of our previous algorithm [10]. In our pre-
vious work, we proposed a novel method to recommend items to users based on the
Acceptance Rate (AR) to calculate their similarity. Using AR we can classify users based
on their preferences for items. We enhanced the system considering not only the user
preferences, but also the relations between users. We assume that users’ relations will
affect their decisions. In previous research [10], it did not consider users’ relations of
familiarity factor. In this paper, we use the main concept of user familiarity to calculate
social activity between users [11]. In addition, we justified through experiments that con-
sidering social relation factor we get better accuracy of recommendation items. Although
the main formula is the same, we modify the calculation of social activity between users.
We call this personal model in our recommendation system the Enhance Familiarity for
Personal User Index (EFPUI). Our system is built based on ontology reasoning and uses
an inference engine to extract the relation between users. This enables better accuracy
for the recommendation system, especially for users with the cold start problem.

The remainders of the paper are organized as follows. Section 2 is related literature
review. Section 3 is methodology description and Section 4 is experiment. Finally, we
give conclusions and future works in Section 5.

2. Literature Review.

2.1. Social network data. Social media data are commonly generated by the users
themselves. Social media data usually take the form of posts, comments, and profiles
[12]. These data are usually highly unstructured or semi structured [13]. Researchers
have explored how to manage the unstructured data on social media by using ontology
[14]. Social media data types are usually subjective, with many comments or posts based
on the writer’s perspective. Sometimes social media data have hidden meanings, such as
likes on the posts of others, check-ins to a location, or watching a movie. In this case,
no meaning may be identified without performing a mining process. For some companies
this data does not have value, and they need to process it to extract information from
the data.

2.2. Crawler. One of the ways to collect data from a social media platform is to build
a crawler engine to read data from social media users. A crawler is an engine that works
with a list of URLs to visit, called the seeds. When the crawler reads and visits the seed
URLs, it will collect another URL link from the page being read. The link collected is
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called the crawler frontier. URLs from the frontier will be visited recursively based on
the policies of the crawler. In this research we use crawler data from Facebook users
and collect information about the users and copy and save the information “on the fly”.
The collected data are saved as an archive that can be re-read and modified as the user
modifies it, but are preserved as ‘snapshots’ [15].

Every change in the user data implies that the crawler needs to read the data again
and modify the archive with the most recent data. This may occur because the system
contains a scheduler engine that always detects Facebook user data, and is notified if
there are changes made by the user. Because the crawler can only download using limited
bandwidth and time, the changes must become a priority for the crawler. Users who have
high similarity value with many other users will have the highest re-read rate from our
crawler. Given that bandwidth is limited and reading bytes is not free, it is essential to
manage the reading process of this crawler efficiently to maintain quality and freshness
of data [16].

2.3. Personal recommendation system. Personal recommendation systems have been
extensively researched in the recent decades. Recommendation systems have wide applica-
tion in book [6,7], video [17], music [18], and other recommendation areas. Collaborative
Filtering (CF) is a well known method for developing recommendation systems. CF works
based on user ratings of items in websites. From the user rating, CF predicts user in-
terest based on a comparison matrix with other users [19]. CF calculates a rating of the
similarity between user interests to determine whether a given item will be recommended
to other users. Researchers have offered many similarity algorithms, such as XOR Simi-
larity [20], cosine similarity [21], improving missing value estimation on rough set theory
[22], and singularity-based user similarity [23]. The problem of this method is that CF
does not consider the relation between users. Users from different backgrounds may have
different interests. CF also does not consider the age of the user, which in some domain
recommendation systems, such as movies, is important because of age restrictions. CF
also has difficulties with social media data which are unstructured or semi-structured.
To construct a comparison matrix from these types of data requires large investments of
resources and computation time [24].

In recent years, hybrid methods for recommendation systems have been studied. These
combine techniques such as data mining, ontology, semantics, and clustering. Association
rule mining is a technique used to search for relationships or hidden information inside
transactions [25]. Using this capability, recommendation systems can predict what items
should be recommended for users [26]. As with CF, this technique does not consider the
relationships between users. Association rule mining only considers the relation between
items, meaning that as long as two or more items occur together they can be recommended
to the user, based on the values of the support and confidence thresholds. This generates
items which do not match user wants. To pay greater attention to the user, an ontology
based on user ontology is proposed. Since each user has their own ontology, the system
presents more individualized user preferences. To recommend items between users, an
inference engine is used to generate rules. Using these rules, the similarity rank between
users may be calculated [25,26]. Hybrid methods such as semantic inference have been
proposed to enhance the capability to construct user interest similarity.

Unlike previous approaches, the proposed model is a new method that combines sim-
ilarity rank with user familiarity based on the user relation to other users. We consider
closeness and degree of familiarity between users. Most importantly, recommendation
items can be generated from cold start users when considering both user rating and rela-
tion to other users.
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3. Proposed Method. This section describes the operation of our proposed method.
We describe the architecture of our system, dynamic rule generation, and calculation of
the similarity, familiarity, and similarity rank.

3.1. Architecture of the system. We develop a personal recommendation system. Our
system collects data from Facebook through a crawler engine using the FacebookAPI.
Figure 1 shows our system architecture. Figure 1 includes three main parts. One is
data collection; the second is similarity calculation which includes the familiarity rate
and similarity rate calculation and the last is recommendation results sorting and user’s
interface which will describe as follows.
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FIGURE 1. System architecture
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1) Data from Facebook is protected by copyright and we could not access Facebook
user data immediately. The first step is to obtain user permission in order to extract
their data. Our system crawls their friend list, basic profile (name, gender, age, profile
picture) and explicit preferences based on the movie, music, and book pages which the
user follows. After the system collects user data from Facebook, it is saved in a web server
database. In the web server database, the system processes the data and re-constructs
the relationships.

2.A) The next step is divided into two broad processes. First, the system calculates the
user similarity rate between two users. Next, it calculates the familiarity rate between
the two users. The EFPUI is proposed based on a combination of these two parts. The
similarity rate is the calculation of user preferences about item rating from users. Ontology
is generated for each user for a more personalized description of the user. We propose
ontology because ontology has the capability to handle unstructured or semi-structured
social media data. Chen et al. stated that ontologies have many advantages, such as the
ability to process information in open, distributed, heterogeneous, and weakly structured
environments [20]. Common types of ontology include: (1) individuals: instances or
objects; (2) classes: collections or concepts from types of objects; (3) attributes: aspects,
properties, or parameters from types of objects; and (4) relations: ways in which classes
and individuals can be related. There are several programs for editing ontologies such as
Protégé and OntoEdit, but the process is tedious. Much research focuses on developing
ontologies automatically by integrating them with knowledge acquisition and machine-
learning technology. After a personal ontology for each user is generated, the system will
process it to extract the user preferences. The user preferences are the user profile of
what items users are interested in. For example, on a movie page we can classify user
preferences by movie genres. The system counts the number of movies which users rate,
comments on, or like for each genre. After the system calculates all user preferences, it
normalizes the user preference values within the range of 0 to 1.

2.B) The second broad process of the system involves calculating the familiarity rate
between users. The familiarity calculation is based on user social activity with other
users on social media. The familiarity rate consists of three factors which are user posts,
user likes, and user comments. L, represents total like of user on other user’s post, W,
represents weight of user post on other user’s post, and W,, represents weight of other
user post on user’s wall. Our system familiarity rate works based on user posts, likes,
and comments. For every post, like, or comment on another user’s wall, the system will
count and save the activity. This activity will later be compared with the relevant topics.
A higher value for this social activity means that the user preference is likely to other
user preferences. After the similarity and familiarity rates are calculated, the system will
calculate the EFPUI value, which combines both the similarity and familiarity rate.

3) The acceptance rate is the threshold value that determines whether current user
preferences will be classified as the same group (high similarity interest) or the opposite
group. In this research we construct three different candidate groups of users. The first
group of users has a high similarity of interest in the item to be recommended. The second
has lower similarity of interest, and the last has no interest in the item. The system will
sort EFPUI values based on descending order, where the highest EFPUI value will be at
the top of the list. This means users with high EFPUI values are likely to be recommended
items which are generated by the system. The inference engine then processes the user
ontology to generate rules for the recommended item results.
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3.2. Problem formulation. Symbol and notation used in this paper are shown in Table
1. We develop a system that personalizes the recommendation system based on user pref-
erences and user familiarity, which recommends items for users based on their historical
behavior such as posts, likes, and comments, and user preferences for items which they
rate in the website.

TABLE 1. Symbols and descriptions

Symbol Description Symbol Description
DB Database AR Acceptance rate
FR Familiarity rate SR Similarity rate
U Set of users u A user in the set of users
P Set of items 1 An item in the set of items
UP,xn Matrix of user NP Normalized user preferences
preferences
SR_Rank Similarity Rank r Rating of items in the set of ratings
SA Social Activity W. Weight of user posts on user’s wall
of user p
L, Likes of user posts Wop Weight of user posts on other user’s walls
R Set of ratings EFPUI  Enhance Familiarity Personal User Index

Moreover, we calculate the recommended items for user v for an unknown item ¢ based
on the user’s history and social activity on social media. In the DB system, we have a set
of users and set of items U = {uy, us, ..., u,}. The ratings given by users expressed on
items P = {iy,1,...,%,} are shown by matrix UP = UP[u, i]x,. In this matrix UP,;
denotes the user preferences of user u for item i. For each user interested in an item 1
will be added to the value. Each UP, ; will be normalized using a normalization function,
which generates NP, ;. NP,; is the normalization matrix which is generated from user
preferences. Each user has a normalization matrix NP. This matrix is used to calculate
the similarity rank SR_Rank between users. Each user u has set of friends’ v and the
closeness between user u and user v will be calculated as familiarity rate F'R,, , between
users. The FR calculation is based on the social activity SA between two users. SA
consists of user post W, likes post L,, and posts on other user’s walls W,, about item 1.

In this paper we propose the FFPUI method to classify users into their candidate group
of users. EFPUI is calculated based on a combination of SR and FR. For item i between
users v and v, we also treat their rates r,, and r,, as a subset of rating R. If both users
u and v rate item ¢, then the value of r,, will be 1 and their closeness can be shown
by the FFPUI value. Otherwise, if one of them has not rated the item, the value of
Tuy Will be 0 and the EFPUI value will also be 0. A higher EFPUI value between two
users means that these users have similar interests. If items are recommended for one of
them, the other user can also be recommended of the items. AR is a threshold value that
determines whether the EFPUI passes the minimum requirement. The system will rank
the EFPUI value in descending order and pick the higher EFPUI value to be used as the
recommendation item for other users.

3.3. Calculation of similarity rate. In this subsection we describe the calculation of
the similarity rate. Every user u has user preferences for each item 7. Matrix UP, ; will be
generated from this process. The system will present a normalized user preference matrix
UP,; using a normalization function as shown in Equation (1).

np 10 Normalization(UP, ;) < AR (1)
w1 1, Normalization(UP,;) > AR
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AR is the threshold value from the normalization function. All users U will have their
normalization user preference value NP for the set of items P. NPu and v are the normal-
ization process values for users whose similarity we want to compare. A smaller SR value
between users indicates that users have greater similarity and are closer to candidate user
preferences. Equation (2) shows the process using the XOR equation.

P
SRuy =Y  XOR (NP, NP,) (2)
i=1
After the system calculates all the SR values between users, it will sort all the SR values
and rank them from the closest to the farthest. Equation (3) shows the formula, where n
is an integer value that stands for the number of users. The SR_Rank is the set of order
of candidates recommended by the value of SR,,,.

SR,R(M’L]{Z' = {SRuv,la SRuv,27 ) SRuv,n} (3)

3.4. Calculation of familiarity rate. To handle the cold start user problem, in which
the user has no record of their interests, we propose user familiarity. Familiarity consists of
the calculation of comments, likes, and posts. Equation (4) shows the familiarity formula.

rR,~ L1t log(SAu.) Wp, Lp, Wop € SA ”
’ 0, otherwise

SA.,., 1s the social activity between users on a social media platform. In our formula we
consider user v has social activity with user v if user v has at least one comment, like, or
post on the other user’s wall; otherwise, the familiarity value is 0. Social activity between
users is average social activity for every item ¢ in P. Equation (5) shows the formula of
social activity.

P
SA,, = AVG (Z (SAZW)) (5)
SAfW is social activity between users on a social media platform for item ¢. Thus, social

activity is the average summation of all social activity for each item ¢ which occur in P.
Equation (6) shows calculation of social activity for item .

’ Wp, + Lp; + Wop,
SA: = . : 6
e Total Activity; (6)
Wp,

; is user posts for item ¢, Lp, is user likes for item ¢ and Wop; is user posts on other
user’s walls for item ¢. Total Activity; is the summation of all activity of users on a
social media platform for item ¢. It is interesting to give different weights for each factor
between Wp,, Lp;, and Wop;, since we know that user’s habits are different and can cause
differences in the way they communicate using social media. For this paper, we treat the
weight for each factor as identical.

3.5. Recommendation items generation. Recommendation item generation begins
with the calculation of EFPUI. EFPUI is constructed by combining the similarity rate
and familiarity rate. Equation (7) shows the formula for EFPUI calculation.

EFPUL,, = % 7, , SRy, + 8% FR,, (7)

where 7, , is item rate between user u and user v, SR is the similarity rate and FR is
familiarity rate. a and  are parameter values we determine derived from experiments to
give more weight to the similarity or familiarity rate function. The coefficient values will
be determined later by the experimental results for each category. The system then sorts
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the EFPUI values from the highest rank. Equation (8) shows the formula for sorting the
EFPUI values.

EFPUI_Rank; = { EFPUI,,, EFPUI,,, ... EFPUI,,} (8)

The dynamic rules are generated based on EFPUI_Rank of item . The system will load
the personal ontology of each user from DB and then choose the personal ontology of user
based on their distance of similarity from EFPUI_Rank. The ontology and inference engine
are static and cannot be changed. Because of this disadvantage of ontology, we propose
modifying the algorithm to handle the ontology disadvantage by re-using knowledge in
which data are changed.

For the cold start user problem, the ontology faces disadvantages since it can generate
irrelevant rules because it has no previous knowledge which can be used by the system.
Familiarity will help to handle this problem by looking for user relationships with other
users. Thus, the system can select which user has a personal ontology for comparison.
Our system is shown in Table 2 as simple algorithm of EFPUI.

TABLE 2. Algorithm for recommendation items

Algorithm of Enhance Familiarity Personal User Index (EFPUI)
Initialization: DB
While (ctr < = DB)
Calculate SR (using Equation (2))
Sort SR to obtain best SR_Rank (using Equation (3))
Calculate FR (using Equation (4))
Calulate EFPUI (using Equation (7))
Sort EFPUI (Equation(8)) to find optimal user
ctr++
End.

4. Experiments. We conduct our experiments using data from Facebook. The system
collects data based on a crawler engine which collects data automatically. Our crawler
engine works based on users from our DB. For efficiency our crawler is limited to collecting
data only for user basic profiles, movie pages, music pages, and book pages. It is designed
to save bandwidth and save time of data collection. Otherwise, the data collection process
will be long and resource-demanding. Table 3 shows information about data the system
collected from Facebook. We collect Facebook data from 130 users, and divide the data
into a training dataset and a testing dataset. We use 100 users’ data as our training
dataset and the remaining 30 users as our testing dataset. Table 4 shows the data format
of the dataset.

TABLE 3. Dataset collected from Facebook

User Movie Music Book
Total movies 261 Total music 887 Total books 90
130 | Total genres 83 Total genres 26 Total genres 22

Total 8021437 | 1ol oy qgg005 | Total g gg 09
comments comments comments
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TABLE 4. Data format of dataset

Tb_user_tree Tb_movie
Field Type Field Type
Id Varchar (20) Id_movie Varchar (50)
Name Varchar (100) Title Varchar (50)
Parent_id Varchar (20) Genre Varchar (100)
Level Float Release_date Date
Weight Float Movie_artist Varchar (100)
Quantity Float Studio Varchar (50)
Node_weight (NW) Float Director Varchar (50)
Node_quantity (NQ) Float Cover Varchar (255)
NW _multiply_ NQ Float Talking_about_count Int (11)
Edge_quantity (EQ) Float
NW _multiply _EQ Float
Similarity_weight Float

4.1. Performance measure. We conducted the experiments using 100 users as the
training data, and 30 users as the testing dataset. We collected all the movie, music,
and book data from 100 users as the training data. The evaluation metric we used in our
experiments is Mean Absolute Error (MAE), as this is a popular metric for measuring
the accuracy of the recommendation system [28]. MAE is defined as follows:

A

Y (i) € M | R = Bong

MAE =

A

where R,,; is a real item from user m on item . R,,; is the recommendation item
generated by the system. M is the set of all user items in the test set.

4.2. Evaluation.

4.2.1. Parameter setting. This section focuses on the setting of the acceptance rate thresh-
old value use for the parameters of our algorithm in our model. We have two parameters
in our model, a and (3. The sum of the two parameters is equal to 1. We set a from 0.1
to 0.9 and set 8 from 0.9 to 0.1. Later we compare the results for each category. We also
compare the results without using familiarity (o value 0.1 to 0.9 and 5 = 0).

4.2.2. Result comparison. In this section, we compare the results from our experiments
for each of our categories. We compare the results from first candidate list through the
third candidate list. Table 5(a) lists the results for the movie category. The first candidate
list has the best accuracy based on MAE, because the recommendations are generated
using similar user interests. We compare the results without familiarity, where 3 = 0,
and « values range from 0.1 to 0.9. The best result we obtain is a = 0.7 and § = 0.3
with an MAE value of 4.65. Without the familiarity factor, the best result is a = 0.6
with an MAE value of 4.98. It is clear that the familiarity factor positively affects the
recommendation, but the other parameter value gives a less accurate result than the best
parameter value without the familiarity factor.

We obtain the results for the music category shown in Table 5(b). The best result is
for a = 0.3 and § = 0.7, with an MAE value of 15.47. Without the familiarity factor,
the best result is @ = 0.6 with an MAE value of 4.98. We obtained the same MAE value
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TABLE 5. MAE comparison between threshold values for (a) the movie
category, (b) the music category, (c) the book category

A=0 McAlE ap MCAlE p=0 MCAlE «p McAlE A=0 McAlE «f MCAlE
a=0.1|5.65 g _ 8:5 558 | |a=0.1]16.44 g _ 8:; 15.87| |a = 0.1/20.86 g _ 8:; 20.58
o =0.2]4.99 g _ 8:; 4.92 | la=0.2[16.44 g _ 8:2 16.21| |a = 0.2]20.87 g _ 8:; 20.78
a=0.3| 5.8 g — 8:? 5.70 | |a = 0.3]16.44 g - 8:3 15.47| |a = 0.3]20.88 g — 8:3 20.13
a=0.4]5.88 g _ 8:2 5.67||a=0.4[16.44 g _ 8:3 16.31| |a = 0.4/20.88 g _ 8:3 20.46
a=0.5|578 g _ 8:; 5.09 |l = 0.5[16.44 g _ 8:;’ 16.11| | @ = 0.5 |20.87 g _ 8:;’ 20.14
a = 0.6/4.98 g _ 8:2 4.85 | | = 0.6]16.44 g _ 8:2 16.17| | o = 0.6[20.88 g _ 8:2 19.95
a=0.7| 54 g — 8:; 4.65||a =0.7/16.44 g _ 8:; 16.23| | = 0.7/20.86 g _ 8:; 20.74
a=0.8]6.43 g — 8:2 588 | |a=0.8]16.44 g - 8:2 15.79| | a = 0.8|20.87 g - 8:2 20.37
a=0.9]5.85 g _ 8? 5.76 | |a = 0.9]16.44 g _ 8:? 16.01| |a = 0.9 18.763 - 8:51’ 17.88

(a) (b) ()

without the familiarity factor for the music category, but when we use the familiarity
factor, it affects the results.

The results for the book category are shown in Table 5(c). We obtain the best results
for a« = 0.9 and § = 0.1 with an MAE value of 17.88. Without the familiarity factor the
best result of & = 0.9 with an MAE value of 18.76.

4.3. Discussion. Comparing the results for each category, we discuss how to obtain the
best threshold value o and (8 using our proposed method. Figures 2 and 3 show the
comparisons for each category. We compare the initialization of the threshold value with

Performance Comparison for All Categories

25

20 T S T —4—C1 Movie (B =0)
15 ={fi—C1 Movie (f #0)

== C1 Music (B =0)

10

(
== C1 Music (p = 0)

5 | gl . ook (B=0)

C1 Book (B=0)

MAE Value (%)

01 02 03 04 05 06 07 08 059
Parameter a Value

F1GURE 2. Comparison of performance for all categories
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FiGUurE 3. Comparison of performance with and without familiarity

the MAE value, and trade-off to determine the best value. We explain each category
below.

4.3.1. Comparison of each category. Here we compare the results for the movie, music and
book categories. We compare the similarity and familiarity factor in our recommendation
system model. Figure 2 shows that the best accuracy is for the movie category, followed
by the music and book categories. The familiarity factor affects the recommendation and
gives better results than not considering the familiarity factor.

The book category shows that the familiarity factor has less of an effect than in the
movie or music categories. The familiarity value o = 0.9, § = 0.1 returns the best
accuracy for this category. This means that the familiarity between users is less affecting
factor for the book category recommendation. Thus, we can pay more attention to the
similarity between users. For the movie category the best accuracy for recommendations
is a = 0.7, # = 0.3, showing that the familiarity factor affects the recommendation more
strongly than for the book category. Thus, similarity and familiarity must be considered
in the movie category. The familiarity factor has its strongest effect in the music category
where a = 0.3, 3 = 0.7. In the music category the familiarity between users has a
significant effect on our recommendation system model. We also need to consider the
similarity factor in the music category to obtain the best recommendation results. Overall
the best accuracy is for the movie category with the smallest error value (MAE), while
the worst accuracy is for the book category, which has the largest error value (MAE).

4.3.2. Comparison of familiarity factor through recommendation. Here we compare the
results of our experiment with and without considering the familiarity factor. The system
calculates the average from each category to form a single MAE value for each parameter.
Figure 3 shows that using both the familiarity and similarity factor enables better results

than using the similarity factor only. The best accuracy for recommendations is o = 0.9
and # = 0.1 with an MAE value of 13.22.

4.3.3. Comparison with other methods. In this section, we compare our method with
XOR similarity to provide recommendation. Figure 4 shows comparison of MAE value
between proposed methods. Note that we do preprocess for movie dataset, and we do not
do preprocess for music and book dataset. In other words music and book dataset will
be sparser and contain more noise than movie dataset. Our propose methods (EFPUI)
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F1GURE 4. Comparison of performance with other methods

provide much better recommendation (reduce the MAE 7.97%) than XOR similarity al-
gorithm and also outperform UAI algorithm by 0.33% in less sparse and less noise movie
dataset. In music dataset which is sparser and contains more noise, our proposed method
still provides better result although it is not significantly compared to movie dataset. For
music dataset EFPUI outperforms XOR similarity algorithm by reducing MAE 2.62%,
and also outperforms UAI algorithm by reducing MAE 0.98%. For book category EFPUI
outperforms XOR similarity algorithm by reducing MAE 6.07% and also outperforms
UAI algorithm by reducing MAE 0.88%.

5. Conclusions. This research proposed a personal recommendation system using the
factors of similarity and familiarity. The system is developed to generate a candidate list
based on the similarity algorithm, but we only study the first candidate list, the group of
users who have the best similarity. The best accuracy of the recommendation list for the
movie category is @ = 0.7 and 3 = 0.3, with an accuracy of 95.35% (MAE = 4.65%). For
the music category the best accuracy is & = 0.3 and § = 0.7, with an accuracy of 84.53%
(MAE = 15.47%). For the book category the best accuracy is o = 0.9 and § = 0.1 with
an accuracy of 82.12% (MAE = 17.88%). For all categories the best accuracy is « = 0.9
and § = 0.1 with an accuracy of 86.78% (MAE = 13.22%). We also find that using the
familiarity factor gives better results for all parameters.

In the future, we will explore external factors such as the popularity of the item on
social media. Popularity means how often the item is commented on or liked. We will
explore whether this parameter has a significant effect on the recommendation system.
Its accuracy will be considered as well.
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