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ABSTRACT. The mobile agent is a user program that is able to migrate continuously
among sites in a network and use site services to complete task. In a social cooperative
system, the site can be regarded as a proxy of the social member and all sites form a work
environment for mobile agent. The sequence of sites on which the mobile agent completed
tasks is called mobile agent path. The path planning has been one of the key issues in the
mobile agent research. This paper discusses a mobile agent path planning model based
on Markov decision process, and proposes a dynamic mobile agent path planning method
based on the referral network with window strategy, of which the referral network is used
to characterize the partial work environment of mobile agent, the window strategy is used
to find the optimal workplace on the referral network, similar to a ‘thinking for multi-
step before taking one step’ behavior mode in the chess game. The simulation results and
an example have shown that, by utilizing the referral network with window strategy, the
mobile agent is able to dynamically construct an optimal path for executing sequence of
tasks.

Keywords: Mobile agent, Path planning, Markov decision process, Referral network,
Window strategy

1. Introduction. The mobile agent is a user program that is able to migrate continuously
among sites in a network and use local services to execute task, such as information
retrieval, workflow management, intelligent robots and wireless sensor network. In a
mobile agent system, the site where the mobile agent performs its task is called the
workplace, and the sequence of workplaces is called the mobile agent path. Since mobile
agent migration must be good for global goal resolving, the optimal site choice, i.e., path
planning, has been one of the key issues in the mobile agent research.

The approaches to mobile agent path planning can be divided into static planning
methods and dynamic planning methods [1,2]. The static planning refers to methods in
which the path is generated before the mobile agent is sent to migrate. By interpreting
the path knowledge carried with it, the mobile agent is able to know where it should go to
execute task. The dynamic planning refers to methods in which the mobile agent has no
or very little known path knowledge before it starts migrating, and it has to dynamically
choose the workplace according to its goal and the environment exploration.

The most commonly used static planning methods are itinerary method [3-5] and Trav-
eling Agent Problem method [6-8]. Since the static planning method only uses the known
environment information before the mobile agent starts migrating, the path cannot adapt
well to the environment changes, such as network disconnection, host failure, and services
change.
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In dynamic planning methods, the service workplace can either be discovered by mo-
bile agent itself [9-13], or obtained through site recommendation [14-16]. Since the work-
place discovery method requires sufficient knowledge and capability for environment ex-
ploration, it leads to a larger size of the mobile agent. The larger the mobile agent is, the
longer it takes to migrate, and the higher probability that migration failures. The work-
place recommendation method means that the site explores environment and recommends
the workplace to the mobile agent, therefore, the mobile agent can be light weighted since
it does not need to carry the knowledge and codes for environment exploration.

In practice, not only the workplace discovery methods but also the workplace rec-
ommendation methods, are almost adopted the one step strategy, i.e., the environment
exploration only takes care of the current task to be executed and does not consider any
influence of remained tasks on the workplace choice, which is similar to a ‘thinking for one
step before taking one step’ behavior in the chess game. Therefore, the one step strategy
lacks the ability for whole path optimization.

In a social cooperative application, the site can be considered as the proxy of a social
member and all sites form a work environment for mobile agent. Assumed that each site
can only service one task, then for a given sequence of tasks, the mobile agent migration
process is a sequence of discrete time events and can be modeled by Markov decision
process (MDP). This paper discusses a mobile agent path planning model based on MDP,
and proposes a dynamic mobile agent path planning method based on the referral network
[17,18] with window strategy, of which the referral network is used to characterize the
partial work environment of mobile agent, the window strategy is used to find the optimal
workplace on the referral network, similar to a ‘thinking for multi-step before taking one
step’ behavior mode in the chess game. Since the window strategy considers multiple
task contributions to optimal workplace choice on the referral network and a number of
referral networks form a global environment, it is a partial-global optimization method in
essence and can make a better path for mobile agent than one step strategy.

The structure of the following parts of this paper is: Section 2 defines the path of a
mobile agent, and discusses the mobile agent path planning model based on MDP; Section
3 gives the mobile agent path planning algorithm based on the referral network model
with window strategy; Section 4 discusses the simulation results of the algorithm given in
Section 3, and gives an example; Section 5 compares related work, followed by a summary
and a prospect for the future in Section 6.

2. MDP-based Mobile Agent Path Planning Model.

2.1. Definition of mobile agent path and MDP model. Let the goal of mobile agent
be completing a sequential business process, denoted by SBP = (task;, tasks, ..., tasky)
with N > 1, of which task; is the beginning task, and tasky is the ending task. Let WP
be the site space, of which each site is a proxy of the social member and can only serve
one task of SBP every time. In order to make distinction, the sites where the mobile
agent launched or the mobile agent completed task are named the workplace.

Definition 2.1. Given SBP, the mobile agent path is a sequence of workplaces with no
task failure, denoted by path = (wpg, wpr, wps, . .., wpy), of which wpy is the site where
the mobile agent launched as well as returned, and the mobile agent did not execute any
tasks; except for wpy, wp; is the unique workplace where task; has been completed.

Figure 1 gives an illustration of Definition 2.1, where WP refers to the site space, and
j =0,1,2,..., N labels the order that the mobile agent leaves wp,, wp,, wp,y, ..., Wpy
respectively. For the convenience of discussion, the order j is named the migrating-out
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Site Space WP

Note that since the mobile agent returning is a default act, the movement from WPy to WP, is not considered as
part of the path.

Ficure 1. Graphic explanation of mobile agent path

time and called time j for short, wp; is named the current workplace of mobile agent at
time 7.

Property 2.1. Ezcept wp, and wpy, all the other workplaces on the mobile agent path
play two roles, of which the former is a service provider while the mobile agent moved on
it, and the later is a workplace recommender when the mobile agent intends to leave it.

It is obvious from Figure 1 that, wpg is the launched place of the mobile agent, it needs
not provide service to task, and wpy is the last workplace of the mobile agent, it needs not
recommend new workplace to mobile agent. Except wpy and wpy, wp; provides services
to task; at first, and then recommends the workplace for task;; to mobile agent, the role
has changed at time j.

At time j, let the tasks remained in SBP be the state, denoted by s; = (task;i1,task; 2,
.. tasky).

Property 2.2. The state s; is only related to time j, and has no relationship with the
magrating history of mobile agent prior to time j.

According to Definition 2.1, since there is no task failure on the mobile agent path,
sy = (tasky,tasks, ... tasky), s1 = (tasks, ..., tasky),...,sn_1 = (tasky), therefore, s;
is only related to time j, and has no relationship with migrating history of mobile agent
prior to time j.

Let a; be an act that the current workplace wp; of mobile agent recommends a workplace
wp for executing task;;; under state s;, denoted by a; = (wp,task;ii|wp;,s;), where
task;y is the first task of s;.

Definition 2.2. Given task;j, € s; at time j, the workplace recommendation process of
wpj for task;iy can be described as a sequence of acts, denoted by A = (ay,a2,...,an).

Property 2.3. Foralli=1,2,...,M, a; = (wp, task; 1 |wp;, s;) is random.

Based on the definition of a; = (wp, taskj+1|ij, s;), the randomness of a; is equivalent
to the randomness of wp. Since there is service uncertainty with each site in the WP space,
it is random whether the site can be recommended as wp by wp; for task;y,. Therefore,
a; is random.

According to Definition 2.1, since the mobile agent path does not include any sites where
the mobile agent failed to execute task, the completion of task;,; on wp will definitely move
SBP from state s; to state s;;;. As a result of the randomness of wp being recommended
by wp;, the state transition of SBP based on wp is also random.

According to Property 2.2 and Property 2.3, the process of mobile agent path planning
could be described with MDP model.
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Definition 2.3. Given SBP = (task, tasks, .. .,tasky), the problem of mobile agent path
planning can be described with a 4-tuple (S, A, P,C), where

S ={so, 51, S2,...,Sn_1} is the set of states, Vsj € S, s; = (taskji1,taskjts, ..., tasky)
s a task sequence remained in SBP at time j;

A ={ay1,aq,...,apr} is the set of acts, Ya;, € A, a; = (wp, task;1|wp;, s;) shows that
wp; recommends wp as the evecution place of task;y, under state s; at time j;

P:SxAxS —[0,1] is the state transition function, of which p(s;+1|s;, a) is the state
transition probability from s; to sji1 by taking act a at time j, which can be equivalently
expressed by p(wp, task;|wp;, s;), i.e., the probability of wp; recommending wp as the
execution place of task;y1 at time j;

C:SxAxS — C isthe payment function, of which c(sj11]sj, a) is the instant cost to
make state transition from s; to sj1 by taking act a at time j, which can be equivalently
expressed by c(wp, taskji1|wp;, s;), i.e., the cost of task;i1 on wp recommended by wp;
at time j.

According to Definition 2.1 and Definition 2.3, the MDP-based process of mobile agent
path planning can be explained with Figure 2.
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FIGURE 2. MDP-based mobile agent path planning model

In Figure 2, the environment explored by wp; can be global WP or a sub-space of
WP. In order to keep the global environment being open, this paper assumes that the
environment explored by wp; is a sub-space of WP and named the sub-space of WP as
an acquaintance network.

Definition 2.4. At each time j, the acquaintance network of wp; is defined as Knet; =
(V,E), where V.C WP Awp; € V is the set of sites and each site is a prozy of the social
member; E is the set of edges, Ve € E, e = (wpy, wp,) represents the cooperative relation
between wp, and wp,.

Definition 2.5. The mazimum path length between wp; and the other entire site on Knet;
is called the network diameter of Knet;, denoted by Dj.

Property 2.4. Knet; can be constructed as a referral network.

Following the results in social network research, Knet; is a referral network and can be
constructed by Small World Model with ‘Six Degree of Separation’ principle [19,20]. If
there is no site satisfying task;;, then it needs to enlarge D; by introducing the indirect
acquaintance relationships until the problem has been resolved.
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According to Definition 2.3 and Figure 2, the total cost on the mobile agent path can
be denoted by
N-1
Coatn = Y _ c((wpjs1, task;s1)wp;, s;) (1)
§=0

Let the goal of mobile agent path planning be finding a minimal cost path through

recommending the cost-minimized workplace by wp; on Knet; at each time j, denoted by

Cpath* - pathnganP{Cpath} (2)
2.2. Recommendation probability and instant cost of workplace. Vtask € SBP,
let tF' be the function requirement of task, of which ¢F.inD represents the input of task and
tF.outD represents the output of task, with ¢tF.inD and tF.outD both being disjunctive
expressions of the parameters.

Vwp € WP, let (sF, sC) be a service of wp, of which sF is the service function and sC
is the service cost. Let sF.inD be the input of sF and sF.outD be the output of sF, with
sF.inD and sF.outD both being disjunctive expressions of the parameters.

Suppose that all concepts about task and wp are described by a uniform domain ontol-
ogy, i.e., the concept with same name has the identical semantic explanation.

Definition 2.6. If z; and 2, are concepts with the same name then x; matches with xy,
denoted by match (xq,x3).

For instance, match(task.tF, wp.sF) means that task.tF and wp.sF have the same func-
tion, and match(tF.inD, sF.inD) shows that ¢F.inD and sF.inD have one-to-one mapped
parameters.

Let tF.inD = (PEAPIA ... A PL) and sFinD = (P§ A Ps A ... A Pg), of which the
value of parameter P is P.v.

Definition 2.7. If match(tF.inD, sF.inD) and Vi, P!.v = Pf.v, it is defined that tF.inD
equals to sF.inD, denoted by eql(tF.inD, sF.inD).

Similarly, there is eql(tF.outD, sF.outD).

Definition 2.8. If match(task.tF,wp.sF) A eql(tF.inD, sF.inD) = eql(tF.outD, sF.out
D) then wp is called an available workplace of task.

Let task be the task to be executed at time j and aP,,,; be the set of available workplaces
of task on Knet;. According to Equation (2), the probability that wp; recommends wp as
the execution place of task can be denoted by

1 If e(wp, task) = min {c(wp',task)}

A ,
wp, task) = wp'€aPrask 3
p*(wp ) { 0 Else ()

Correspondingly, the instant cost for executing task on wp is
c(wp, task) = wp.sC (4)
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3. Mobile Agent Path Planning Based on Window Strategy.

3.1. Minimum window cost strategy. According to Definition 2.3, wp; has two pos-
sible strategies to recommend workplace under state s; at time j. The first strategy is
called one-step strategy, which means that while wp; searches workplace for task;, it
only focuses on the cost of task;;; and does not consider any other tasks remained in s;.
The second strategy is called multi-step strategy, it is one that while wp; searches work-
place for task;;1, it not only cares of the cost of task;,; but also the accumulated costs of
one or more tasks following task;;; in s;, which is similar to the “thinking for multi-step
before taking one step” behavior in a chess game. Obviously, the one-step strategy is a
special case of the multi-step strategy.

To be easier discussion, both one-step strategy and multi-step strategy are called win-
dow strategy in the followings.

Let tW; = (task;i1,taskjia, ..., task;,) with n > 1 be the sequence tasks remained
in s; at time j.

Definition 3.1. tW; is called the planning window of the mobile agent under state s; at
time j, and n is called the window width.

Let tP = (p1,p2,...,pn) be a sequence of available workplaces on Knet; for tW; and
there are one-to-one mapped relations between ¢tW; and tP.

Definition 3.2. The site sequence (wpj, tP) is called the window path for tW;, denoted by
wpath = (wp;, tP), and the accumulated costs on wpath is called the window cost, denoted
by C(wpath), where wp; is the current workplace of mobile agent at time j.

The window cost can be calculated by Formula (5), of which py € tP and 0 < 7, <1 is
known as the discount factor,

n
C(wpath) = wpj41.5C + Z% * pp.sC (5)
k=1
In general, the farther the task was from task;y;, the less its contribution to optimal
workplace choice is, so v, should be in a decreasing order. For simplicity, let all v, be the
same constant, and Formula (5) can be rewritten as

n
C(wpath) = wpj41.5C + Zpk.s(] (6)
k=1
Definition 3.3. Given tW; at time j, the window strategy ©* refers to the strategy that
wp; recommends the site py of wpath with minimum window cost to mobile agent as the
execution place of task;y1. Shown in probability,

1 If p; € wpath A C(wpath) = min  {C(wpath’)}

p(p1,task; 1) = wpath! on Knet; 7
(P i) { 0 Else (™)

Since there are no failure sites on the mobile agent path, every time the mobile agent
moves forward by one workplace, there would be one less task remained in SBP. As a
result, for time sequence 7 = 0,1,2,..., N — 1, the maximum width suited for planning
window is in a decreasing order.

Property 3.1. The mazimum width suited for tW; at time j is N — j, denoted by
MaxWd; = N — j, where N is the total number of tasks in SBP.

It could be found from Figure 1 that at any time j, the number of tasks in ¢W; can
not exceed the number of tasks in s;, that is MazWdy = N, MazWd, = N —1,...,
MaxWdn_; = 1.
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3.2. Construction algorithm of mobile agent path based on window strategy.
At time j, supposing that there are no isolated nodes or isolated sub-networks on Knet;
of wp;, and all tasks in ¢W; can be completed on Knet;. The workplace recommendation
process at time j includes four basic steps: (1) the mobile agent sets ¢ W; and submits it to
wp; for help; (2) wp; generates its acquaintance network Knet; based on requirements of
tW;; (3) wp; finds the wpath™ = (wp;, tP) with minimum window cost for tW; on Knet;;
(4) wp; recommends the first site of P to the mobile agent.

Algorithm 1 Workplace Recommendation Algorithm with Minimum Window Cost
Input to wp;: tW; = (taskjiy,taskjo, ..., task;jr,) with 1 <n < N — j at time j;
Output to mobile agent: wp;;; for executing task; 1 with c(wpji1,task;iq1);

Begin

According to requirements of tW; and Definition 2.4, wp; generates its Knet; satisfying
the condition that there is at least one available workplace for each task in ¢ Wj;

Let tWP = ¢; //tWP is the set of available workplaces for tW; on Knet;

For £k =1 to n Do

wp; finds the set of available workplaces aP; i of task;., € tW; on Knet; and makes
tWP =tWPUaP,y;

wp; builds an overlay network above Knet;, denoted by tWnet = (wp;, tW P);

Let wPATH = ¢; //wPATH is the set of window path for ¢W;

Repeat

{

wp; generates a window path for ¢W; on tWnet, denoted by wpath, calculates C(wpath)
with Formula (6), and makes wPATH = wPATH U {wpath};

} Until there is no new window path that could be found on ¢ Wnet;

MinC = +oc; //wp; finds the path with minimum window cost

For all wpath in wPATH Do

If C(wpath) < MinC' then {wpath™ < wpath; MinC < C(wpath™);}

wp; recommends the first site of ¢tP in wpath* = (wpj, tP) to mobile agent as wp;;; for
executing task; 1 with c(wp; ., taskj) = wp;, sC;

End;

Property 3.2. For all task € tW;, if Knet; was constructed as a referral network and
the task can be completed on Knet;, then wp; is able to find its available workplace with
path length no longer than 6 on the average.

Following the ‘Six Degree of Separation’ theory from the small world model [19,20], if
the available workplace of the task exists on Knet;, then wp; is able to find it with path
length no longer than 6 on the average.

Algorithm 2 Path Building Algorithm with Minimum Window Cost
Input to mobile agent: SBP = (tasky,tasks, ..., tasky) with N > 1;
Output to mobile agent: path with cost Cpan;

Begin

At wpy where the mobile agent dispatched, the mobile agent sets path = (wp,) with
Cpatn = 0 and marks time j = 0;

Repeat

{

At time j, the mobile agent sets tW; = (taskj;1,taskjig, ..., task;i,) with 1 < n <
N — j at first, and then submits it to wp; for help;

Using Algorithm 1, wp; recommends wp;; for task;; with c(wp;,,,task;s1) to the
mobile agent;

The mobile agent appends wp;;; to path, accumulates Cpq, and migrates to wp;y1 to
execute task;qq;
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After task;;, has been completed, the mobile agent marks j = j + 1;

} Until j =N —1;
End;
Property 3.3. With window strategy, the mobile agent is able to dynamically build a
manimal cost path for executing sequential tasks.

According to Property 3.2, as long as tW; can be completed on Knet;, wp; can always
find wp; 41 for task;;; with minimum cost on Knet; at each time j = 0,1,2,...,N — 1.
As a result, the SBP will not be interrupted, and the mobile agent will not either deviate
from the direction of the minimum window cost. Therefore, the mobile agent is able to
dynamically build a minimal-cost path for SBP.

4. Simulation and Example.

4.1. Simulation experiments. The purpose of experiments is to examine the impact
of window width on the cost of mobile agent path. In order to keep Property 2.4, the
simulation environment is constructed by the following steps.

1. Generating the site network, denoted by W Pnet = (WP, E), of which WP is the
set, of M points randomly generated on a two-dimension space and each point mapped a
site; Vu,v € WP Au # v, e = (u,v) € E is an edge randomly connected with probability

of B x exp [mnd(O, 1)% , which represents the acquaintance relation between v and

v, where p > 1 is the expected node degree, 0 < [ < 1 is a parameter to control the
convergence of u [21].

2. Set SBP = (tasky,tasks, ..., tasky) with N > 1.

(1) Generating the service capability matrix and the service cost matrix on WP-
net, denoted by A = [a,,] and C = [¢,,] respectively, where p = 1,2,...,M, ¢ =
1,2,..., N, of which a,, = rand(0,1) indicates the service ability of wp, for task,, and
¢pg = rand(Cy, Cy) is the service cost of wp, for task,, where C, and Cy are the lower
and upper bound of the cost respectively.

(2) Generating the capability requirement vector of SBP, denoted by © = (6,65, ...,
Ox), of which 0, = - Zé\il ap, is the capability requirement of task,.

3. Forallp=1,2,....M,q=1,2,..,N,ifap, € A > 0, € O then wp, is considered
as an available workplace of task,, and task, can be completed automatically.

The process generating a mobile agent path is called one trial and the trial includes
two steps:

Step 1. Randomly choose a node from WPnet as the dispatching site of the mobile
agent, denoted by wpy;

Step 2. Generate the minimal cost path with Algorithm 1 and Algorithm 2 on WPnet,
denoted by path = (wpg, wp1, ..., wpN).

The trial was repeated for A times while keep WPnet unchanged. Let C; be the path
cost after the ith trial, the average path cost after A trials is

A
=~ 1
O—X;a (8)

Since wpy was randomly chosen from WPnet in each trial, the trials are independent.

Set n =10, 8 = 0.5, C, =5, Cy =10, N = 20 and A = 30. The experiment results
were shown in Figure 3 with different number of nodes M and the different window width
n, where n = 1 corresponds to the one-step strategy and n > 1 corresponds to the
multiple-step strategy.

Clearly, as the window width n increases, the path cost C' decreases. While n > 3, the
decreasing trend of C' becomes slow, this is because the more tasks had been taken into
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FIGURE 4. An example of acquaintance network of manufacturing alliance

planning window, the higher the probability of nodes repeated by A trials was with fixed
M, so the curve of C' becomes stable.

Since the service capability and the service cost of sites were both generated randomly
in the experiment environment, there is no obvious dominant relation among C with
different M values.

4.2. An example. Figure 4 shows the acquaintance network of manufacturing alliance
for a product. The manufacturing alliance is composed of manufacturer A~G whose
workplace are represented by WP, ~WPq. Each workplace provides a set of services,
such as part manufacturing and product assembling. It is assumed that the alliance
manufactures products based on orders. Clients put forward the manufacturing task of
new products by giving orders and product manufacturing requirements to the alliance.
A mobile agent can be regarded as the execution proxy of the manufacturing task for this
new product. It can migrate to one of the workplaces according to the task, and use the
services provided by the workplace to complete a part of manufacturing work of product,
by means of the cooperation with a group of workplaces, so as to complete the whole
manufacturing task of the new product.

A product manufacturing requirement has an “and/or tree” structure as shown in
Figure 5, which does not only describe what parts are included in a product, but also
describes the assembly relationship between each part. The workplace where client order
request is received will make the business process of the production task based on client
order and manufacturing requirement for this product and the goal of the mobile agent is
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Product

)Qﬂ

Assembled Part C Part D
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Part A Part B

FIGURE 5. An example of product manufacturing requirement

TABLE 1. Services providing workplaces for tasks from SBP and service costs

Task Workplace
WP, WPg WPq WPp WPg WP WP¢
t - 6 - 8 - - 13
12 - - 7 - 12 - -
t3 - - - 10 - 14 -
t4 - - 8 - - - 9
ts - 6 - - 9 15

to execute this business process. The goal of the mobile agent can be obtained from the
product manufacturing requirement. The goal of the mobile agent is obtained from Figure
5. SBP = (t;: manufacturing part A, to: manufacturing part B, ¢3: assembling part A
and part B to assembled part C, t,: manufacturing part D; t5: assembling assembled part
C and part D to make the product).

Suppose WP, is the workplace where client orders and product manufacturing require-
ments are received, WP, becomes the workplace where the mobile agent launched. No
task belonging to SBP is executed on WP,4. Table 1 shows the services providing work-
places for tasks from SBP, and their service costs.

The data in the table represents the service costs for the task to be executed, while —
means the workplace is not able to provide task related services.

Set the window width n = 1,2, 3, the mobile agent path can be built with Algorithm
2. When n = 1, the mobile agent path would be WP, —- WPgp — WPrp - WPp —
W Ps — W Pp, and the path cost would be 51; when n = 2, the mobile agent path would
be WPy, — WPp - WPs — WPp — WPs — WPp and the path cost would be
48; when n = 3, the mobile agent path would be WPy - WPp - WPs — WPp —
WPgs — WPpg and the path cost would be 47. As the window width n increases, the
working path fee of the mobile agent reduces as n increases.

5. Related Work. The approaches used to construct mobile agent path include static
planning methods and dynamic planning methods. The former refers to methods in which
the path was generated before mobile agent launching and the mobile agent possesses
complete path knowledge. The later refers to methods in which the mobile agent had no
path knowledge before it starts migrating, and it has to dynamically choose workplace
through environment exploration.

The most commonly used static planning methods are itinerary method and path learn-
ing method. The itinerary method [3,4] concluded the migration behavior of mobile agents
as structured patterns, such as selection, and parallel. Since the itinerary patterns lack
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flexibility, it cannot adapt well to the environment changes. Making the path with redun-
dant sites [9-11] can provide some flexibility for mobile agent. However, as the redundant
sites must be settled down before mobile agent migrating, the adaptability to environment
changes is limited. The path learning method regards the mobile agent path planning
as a machine learning problem on a known network, for instance, TAP algorithm [6,7],
genetic algorithm [22] and intelligent swarm algorithm [23-26]. Compared to the itinerary
method, the path learning method has the advantage of being able to fully utilize the
statistic information of network. However, due to the fact that the network information
for learning is the historical information before the mobile agent launched, the path is
still not able to well adapt to the environmental changes.

Comparing with the static planning methods, the dynamic planning methods have bet-
ter adaptability to the open environment. However, due to taking a long time to explore
the environment, it has lower efficiency. The most commonly used dynamic planning
methods include workplace discovery method and workplace recommendation method.
The examples of the workplace discovery method are PHA* algorithm [12], LCF and
GCF algorithm [13,14], etc. As it requires sufficient knowledge and capability for work-
place discovery, the workplace discovery method leads to a larger size of the mobile agent,
and usually results in a high probability of migration delay and migration failure. An
example of the workplace recommendation method is the navigation method [27]. Since
the navigation method separates the workplace discovery function to the navigation sites,
the mobile agent could be light weighted. However, as it requires knowing the whole
environment in order to build and maintain the navigation tree, the navigation method
does not well support the open environment.

The method given in this paper has the same purpose with the navigation method from
the perspective of mobile agent light weighted and workplace recommendation. Compar-
ing with the navigation method, the main advantages of the method given in this paper
is that the path planning method given in this paper can dynamically adapt to open
environment. Since the workplace recommendation method established in this paper was
built on the referral network model but that the whole environment, there is no need
to know the whole environment for the workplace recommender. As a result, the path
planning method given in this paper fits better with the open environment, especially for
dynamic social cooperative work.

In comparison with the ‘thinking for one step before taking one step’ strategy utilized
by almost dynamic planning methods, the ‘thinking for multi-step before taking one step’
window strategy given by this paper is a partial-global optimization policy in essence.
Since the window strategy considered multiple task contributions to explore the optimal
workplace, using the window strategy can construct a better mobile agent path than the
one-step strategy.

6. Conclusions. The major contributions of this paper include: (1) established an MDP-
based mobile agent path planning model, which fits well to characterize the mobile agent
migration behavior for performing a sequential business process; (2) gave a workplace
recommendation method based on the referral network model with window strategy, of
which the window path exploration is in favor with partial-global optimization policy,
and the referral network model suits for the application in open environments. The
simulation results are shown that, the bigger the window width was, the less cost was
paid to workplace on the path.

The window strategy provides an available approach to mobile agent path dynamic
planning, especially suits for social cooperative works, such as supply chain management,
electronic commerce, and tourist service reservation. Following this paper, what needs
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to be done in the future includes the path planning method with window strategy and
time constraints, the path planning method for multiple cooperative mobile agents based
on window strategy, the mobile agent path planning method with credible workplace
selection policy, etc.
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