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Abstract. To discover useful information or knowledge from text documents, the knowl-
edge discovery in text documents (KDT) process is used. In this paper, an automated
knowledge discovery process is proposed that helps in the multi label categorization of
text documents, i.e., a text document may belong to more than one class or category.
We have proposed a modified lexical-semantics based knowledge discovery process for
text documents (LS-KDT). The proposed process consists of seven phases. These are
– text document collection, data preprocessing, lexical analysis/scanner, semantic anal-
ysis, classification, ranking of labels and knowledge discovery. The proposed process is
implemented on two text datasets. The first dataset consists of the research articles of
computer science domain. The research articles are randomly selected from ACM digital
library. The second dataset contains research articles of medical domain. These articles
are also taken from ACM digital library. To test the performance, standard performance
measures like recall, precision and F-measure are calculated. The performance of the
proposed process is compared with the results of standard taxonomy used by ACM digital
library and our proposed process shows a significantly better performance.
Keywords: Knowledge discovery in text documents (KDT) process, Lexical analysis,
Semantic analysis, Multi label learning

1. Introduction. The process of data mining or knowledge discovery in databases (KDD)
deals with the extraction of useful information or knowledge from huge amounts of data
[1,2]. It is used in structured databases. The field of text mining has emerged from data
mining. It performs mining on unstructured text documents. The text documents are
news stories, emails, research papers, reports, contracts, etc. The knowledge discovery in
text databases (KDT) process is a variant of KDD process used in text databases [4].

The technique of text categorization is an important research area. It categorizes a text
document into a specific category. The text categorization can be single label (also called
as binary) or multi label in nature [3]. In our research, we have focused on multi label
categorization of text documents. After categorization, a text document is ranked. The
term ranking is the arrangement or ordering of class labels according to their relevance in
multi label environment [6]. We have used this concept to find out the membership value
of class labels and ordered them.

In our previous work, we had proposed a framework on categorization of text documents
[5]. The framework consisted of lexical phase, semantic phase and classification phase. In
this paper, we have extended the framework and proposed a modified KDT process known
as LS-KDT for knowledge discovery in text documents. The proposed process performs
automated categorization of text documents. The whole process is divided into a series
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of sub processes called as phases. There are seven phases in our proposed LS-KDT pro-
cess. These are – text document collection, data preprocessing, lexical analysis/scanner,
semantic analysis, classification, ranking of labels and knowledge discovery. These are
discussed in detail in Section 3.

In literature, authors have contributed in the field of knowledge discovery using different
methods. They have used the concept of ontology [7], entity and relationships [9], etc. on
text documents. However, nobody has focused on the categorization of research articles.
We have taken research articles of computer science domain and medical domain and used
lexical and semantics concepts to discover knowledge.

The main contribution of our proposed work is that it will help the research community
to identify the exact category or categories to which a text document belongs. We have
tested our proposed process on research articles. The proposed LS-KDT process works
for both single label as well as multi label categorization. It will help in efficient searching
and indexing of the research articles. The accurate categorization of articles also helps
digital libraries, databases, repositories or online resources to efficiently store or search
the articles.

The paper is organized as follows. Section 2 discusses the related work done in KDT
process. In Section 3, we present our proposed LS-KDT process for knowledge discovery
in text documents. The proposed process consists of seven phases with their description.
Section 4 shows the details of experiments conducted with the results obtained. In this
section, we give the details of datasets used and show the working of our proposed process
on a sample research article. In Section 5, we have given the performance comparison of
our proposed process with ACM digital library results. This is followed by conclusion in
the next section.

2. Related Work. In today’s world, there has been a lot of research done in the area
of knowledge discovery. In this section, we present the related work done in knowledge
discovery in different domains.

In automotive domain, an ontology based knowledge discovery system was proposed [7].
The textual reports were taken and faults were identified. In another work, knowledge
discovery was done in inspection reports of marine structures [8]. The authors used con-
cept extraction and linkage approach along with self-organizing map (SOM) for document
organization. This aided in reporting the kinds of defects in the reports. In biomedical
domain, the authors in [9] had developed a text mining system that focused on extraction
of entities and relations. The system was tested on five corpora and had shown good
results. Another work was done on biomedical documents [10]. A set of tools, Med-
TAKMI was developed for medical documents. It is an extension of the TAKMI (Text
Analysis and Knowledge MIning) system originally developed for text mining in customer
relationship-management applications. It used keyword based search for extracting enti-
ties and parsers to find relations among entities. In the field of legal documents, author
in [11] proposed a knowledge model. This model included collection of legal documents,
preprocessed them and then grouped them using clustering technique of data mining.
In [12], authors proposed a new method to identify criminal networks from a collection
of text documents. Then useful information was extracted from them for investigation.
Also, the method identified relationships between the criminals in a community.

Many authors have used semantic concepts in the area of text categorization. In [19],
authors have combined semantic web concepts with regular expression for information
retrieval from the web. In our work, we have used hypernym relationship of Word net to
study the semantic relationship between tokens. In this way, we have identified similar
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tokens by finding out tokens that have a common hypernym. This has helped to reduce
the dimensionality.

To the best of our knowledge, the above authors have not focused on categorization of
research articles using lexical and semantics concepts. We have extracted tokens from the
articles, and then used Word net to identify semantic relationships between the tokens. In
our work, a novel process of knowledge discovery based on lexical and semantics concepts
is proposed which helps in categorization of research articles. Among the seven phases of
the proposed LS-KDT process, three phases can contribute more to the literature. These
are: lexical analysis/scanner, semantic analysis and ranking of labels. The first phase
lexical analysis/scanner is based on the idea of extracting tokens and storing them with
their frequency. The next phase is semantic analysis. It is based on the concept of using
hypernym relationship of Word net. Then hypernym trees are drawn of all the tokens
and common hypernym is identified. In this way, semantic relationship between tokens is
used for dimension reduction.

3. Proposed Lexical-Semantics Based Knowledge Discovery Process for Text
Documents (LS-KDT). The proposed process (LS-KDT) is subdivided into a series of
steps called phases. There are seven phases in the process. These are: text document
collection, data preprocessing, lexical analysis/scanner, semantic analysis, classification,
ranking of labels and knowledge discovery. Figure 1 given shows the proposed LS-KDT
process. The details of phases are given below.

Phase 1: Text Document Collection
In the first phase, a data warehouse is built from text documents. The text documents

may be research articles, medical documents, legal documents, etc. The documents are
multi label in nature. That is, a single text document may belong to a number of classes
or categories.

Figure 1. Architecture of the proposed LS-KDT process
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Phase 2: Data Preprocessing
This is the second phase of the proposed LS-KDT process. In this phase, text document

is prepared for mining by performing operations like data cleaning. This is an important
phase as quality of results depends on the quality of data. If data is dirty then it will
affect the mining results. Stop words are removed in this phase by using a predefined
stop words list [20].

Phase 3: Lexical Analysis/Scanner
The lexical analysis phase or scanner scans the text document and identifies tokens.

We have taken the datasets of research articles of computer science domain and medical
domain. In this phase, title, abstract and keywords of a research article are taken as
input.

The ACM computing classification system is a standard system (revised in 2012), hier-
archical in nature [21]. It consists of broad categories or areas, which are further organized
into sub categories. We have used the standard ACM computing classification system to
identify the tokens. This phase identifies the tokens from the title, keywords and abstract
of the article and stores them along with their frequency (of occurrence) in a table. The
output of this phase is a list of tokens (ti) along with their frequency of occurrence (fi1)
for each research article. That is, if a research article is Ji, then it can be represented
as {(ti, fi1), (ti+1, fi2), (ti+2, fi3), . . .}, where i varies from 1 to n (total number of tokens).
The flow diagram of lexical analysis phase is given in Figure 2.

Figure 2. System flow of lexical analysis phase

Phase 4: Semantic Analysis
The next phase is semantic analysis. This phase receives a stream of tokens with

their frequency as input from lexical analysis phase. The idea of semantics is used for
dimensionality reduction, that is, to reduce the number of tokens. Firstly, the average
frequency of tokens is calculated. The tokens are partitioned, i.e., all the tokens that have
frequency greater than or equal to the average frequency are important tokens, and they
are kept as singleton sets. The rest tokens are kept in the same set. Further, semantic
relationships are analyzed between the tokens that are kept in the same set using Word
net. Word net is a lexical database which stores semantic relationships of words [14]. The



MODIFIED KNOWLEDGE DISCOVERY PROCESS IN THE TEXT DOCUMENTS 821

Figure 3. System flow of semantic analysis phase

1. IF (common hypernym of two tokens are at the same level) or (difference of levels
is 0) THEN degree of relatedness is VERY HIGH, d = 7.

2. IF (common hypernym of two tokens are at a difference of level 1) THEN degree of
relatedness is ALMOST HIGH, d = 6.

3. IF (common hypernym of two tokens are at a difference of level 2) THEN degree of
relatedness is HIGH, d = 5.

4. IF (common hypernym of two tokens are at a difference of level 3) THEN degree of
relatedness is LOW, d = 4.

5. IF (common hypernym of two tokens are at a difference of level 4) THEN degree of
relatedness is VERY LOW, d = 3.

Figure 4. Rules to calculate degree of relatedness

different relationships are synonyms, hypernyms, hyponyms, meronyms, etc. The system
flow of semantic analysis phase is given in Figure 3. We have used hypernym relationship
of tokens [15]. The hypernyms of tokens are drawn up to four levels and tokens having
common hypernym are identified.

If two tokens have a common hypernym, that means they are related. This relation-
ship is measured by calculating the degree of relatedness between tokens. The degree of
relatedness is calculated by using set of rules given in Figure 4.

To explain the above method, suppose t1 and t2 are two tokens that have a common
hypernym. The membership value of a token (denoted by x) is calculated by the following
formula:

x = average(f1, f2) + d,

where f1 and f2 are frequencies of the two tokens t1 and t2 respectively and d is degree
of relatedness between them.

Out of the two tokens t1 and t2, one representative is selected and assigned the mem-
bership value x. If the token is a keyword, it is given preference; otherwise if it has greater
frequency, it is preferred. This process is repeated. Finally, we get a reduced number of
tokens with their membership values as output of this phase.
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Phase 5: Classification
The next phase is classification or multi label classification. This phase receives input

as tokens with their membership values from semantic analysis phase. It performs two
functions. Firstly, it merges tokens (single) using the given keyword list of the article
and a grammar. So, multi word tokens (collocations) are handled. (Till now, tokens were
single words). The membership values of individual tokens are summed up. Secondly,
this phase identifies classes of tokens using the standard ACM computing classification
system. The output of this phase is a list of tokens (merged or collocated) with their
membership values(x) and classes. The details of this phase are given in [5].

A grammar is constructed in this phase using the standard ACM computing classifica-
tion system. The aim is to identify related tokens or collocations. A snapshot of grammar
generated is shown below in Figure 5, where C is the set of all broad categories or areas
of computer science domain.

1. C → Computer System Organization | Networks | Software and its Engineering
| Theory of Computation | Mathematics of Computing | Information Systems |
Security and Privacy | Human Centered Computing | Computing Methods | Applied
Computing | Social and Professional Topics

2. Computer System Organization → Architecture | Embedded and cyber-physical
systems | Real-time systems | Dependable and fault-tolerant systems and networks

3. Architecture → Serial Architecture | Parallel architectures | Distributed architec-
tures | Other architectures

4. Serial Architecture → · · · · · ·

5. Parallel architectures → · · · · · ·
and so on

Figure 5. Snapshot of grammar generated

Phase 6: Ranking of Labels
The next phase is ranking of class labels. This phase receives a list of tokens with their

membership values and classes. In this phase, we have proposed eight quantifiers – none,
almost none, very low, low, high, higher, highest and all [6]. These quantifiers help in
ordering of class labels in multi label categorization of text documents. The output of
this phase is a ranking or ordering of class labels on the basis of membership values of
tokens.

Phase 7: Knowledge Discovery
This is the last phase of the proposed LS-KDT process. The knowledge obtained is an

ordering of membership values of class labels of a text document. This is a novel idea. For
example, if we take a research article belonging to computer science discipline, the article
may belong to any of the various sub disciplines under the computer science domain. This
is a case of multi label categorization [17,18]. Using the concept of quantifiers here, we
are able to calculate the membership degree of various class labels in a single research
article. It helps in automatic categorization of articles. It will further help the editors to
find the best reviewers or experts for the research articles.

4. Experiments Conducted and Results Obtained. We have conducted experi-
ments on 128-bit machines with clock speed of 2.6 GHz. For implementation purpose, we
have used Java 1.7 [16]. The details of datasets used are given in Section 4.1. In Section
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Table 1. Details of dataset of computer science research articles

S. No Category Number of Articles
1 Computer System Organization 20
2 Networks 30
3 Software and Engineering 20
4 Theory of Computation 20
5 Mathematics of Computing 20
6 Information Systems 30
7 Security and Privacy 30
8 Human Centered Computing 20
9 Computing Methodologies 20
10 Applied Computing 20
11 Social and Professional Topics 20

Table 2. Details of dataset of medical domain articles

S. No Category Number of Articles
1 Computer System Organization 20
2 Networks 20
3 Software and Engineering 20
4 Theory of Computation 20
5 Mathematics of Computing 25
6 Information Systems 20
7 Security and Privacy 30
8 Human Centered Computing 30
9 Computing Methodologies 30
10 Applied Computing 30
11 Social and Professional Topics 30

4.2, we explain the working of the proposed process with the help of a sample research
article.

4.1. Dataset details. We have conducted experiments on two datasets. One is a dataset
of research articles of computer science domain. The articles are randomly selected from
ACM digital library. We have used a subset of taxonomy of ACM digital library. There
are 11 categories under computer science domain in ACM taxonomy that we have used.
In total, we have considered 250 articles. The details of the dataset are given in Table
1. The second dataset contains articles from medical domain. The articles are randomly
selected from ACM digital library. We have taken a total of 275 articles. Table 2 shows
the details of the second dataset.

4.2. Results on a sample research article. To explain the working of the proposed
LS-KDT process, the results are shown for a sample research article given in Figure 6.
The title of the sample article is “Mining Community Structures in Multidimensional
Networks”.

The snapshots obtained after the execution of our proposed LS-KDT process are given
below. Figure 7 shows the output of lexical analysis phase. It displays the list of total
37 tokens along with their frequency identified in the title, abstract and keywords of the
article. This list is fed as input to semantic analysis module. Figure 8 shows the final
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Title: “Mining Community Structures in Multidimensional Networks”.

Abstract: We investigate the problem of community detection in multidimensional net-
works, that is, networks where entities engage in various interaction types (dimensions)
simultaneously. While some approaches have been proposed to identify community
structures in multidimensional networks, there are a number of problems still to solve.
In fact, the majority of the proposed approaches suffer from one or even more of the
following limitations: (1) difficulty detecting communities in networks characterized by
the presence of many irrelevant dimensions, (2) lack of systematic procedures to explic-
itly identify the relevant dimensions of each community, and (3) dependence on a set of
user-supplied parameters, including the number of communities, that require a proper
tuning. Most of the existing approaches are inadequate for dealing with these three is-
sues in a unified framework. In this paper, we develop a novel approach that is capable
of addressing the aforementioned limitations in a single framework. The proposed ap-
proach allows automated identification of communities and their sub-dimensional spaces
using a novel objective function and a constrained label propagation-based optimiza-
tion strategy. By leveraging the relevance of dimensions at the node level, the strategy
aims to maximize the number of relevant within-community links while keeping track
of the most relevant dimensions. A notable feature of the proposed approach is that it
is able to automatically identify low dimensional community structures embedded in a
high dimensional space. Experiments on synthetic and real multidimensional networks
illustrate the suitability of the new method.

Keywords: Data mining, social networks, community detection

Figure 6. A sample research article

Figure 7. Output of lexical analysis phase

output of semantic analysis phase displaying the partitions made and reduced number of
tokens (8 in number). Next the output of classification phase is shown in Figure 9. It
shows the tokens along with the classes (their hierarchy) to which they belong and their
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Figure 8. Final output of semantic analysis phase

Figure 9. Output of classification phase

membership values. Finally, Figure 10 shows the ordering of membership values of classes
of tokens.

5. Performance Comparison. The performance of the proposed LS-KDT process is
compared with the results of ACM digital library. ACM digital library uses CCS tool for
the categorization of research articles. The CCS tool displays the result in a hierarchical
manner, i.e., broad category of an article followed by levels of categories to which an
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Figure 10. Output of ranking phase

Figure 11. Sample article in ACM digital library

article belongs. Our proposed process also shows the levels of categories to which an
article belongs.

The results shown by our proposed process are compared with the results of ACM
digital library. And standard performance metrics like recall, precision and F-measure
are calculated [13]. In our work, recall and precision can be calculated as shown in
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Equations (1) and (2). F-measure is harmonic mean between precision and recall.

Recall =

∑
Relevant Levels

∑
All the Levels within the Category

(1)

Precision =

∑
Relevant Levels

∑
Retrieved Levels

(2)

F-measure =
2 ∗Precision ∗Recall

Precision + Recall
(3)

To explain the calculation of recall and precision, the sample article in ACM digital
library (that was shown above) is shown in Figure 11. The results of CCS tool used by
ACM digital library are shown in Figure 12. The sample article belongs to one class, i.e.,
information systems. The results given by our proposed process on the same article are
shown in Figure 10. It shows that the article belongs to information systems, networks
and computing methodologies classes. Therefore, our proposed process has displayed all
the classes to which a research article belongs. It has given a better categorization result.

Figure 12. Results of sample article in ACM digital library

Table 3. Comparison of results for computer science domain articles

ACM Digital Library Proposed LS-KDT Process
S. No Class/Category Precision Recall F-Measure Precision Recall F-Measure

1 Computer System Organization 60 60 60 90 80 85
2 Networks 100 35 51 100 54 70
3 Software and Engineering 92 75 82 100 100 100
4 Theory of Computation 100 100 100 90 90 90
5 Mathematics of Computing 100 100 100 100 100 100
6 Information Systems 84 51 63 87 88 88
7 Security and Privacy 100 40 57 100 67 80
8 Human Centered Computing 90 60 72 95 75 84
9 Computing Methodologies 100 70 73 90 80 85
10 Applied Computing 94 55 69 95 67 79
11 Social and Professional Topics 85 50 63 90 55 68

Average Values
Micro

Precision
= 91

Micro
Recall
= 63

Micro
F-Measure

= 72

Micro
Precision

= 94

Micro
Recall
= 78

Micro
F-Measure

= 85
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5.1. Comparison of results for computer science domain articles. Table 3 shows
the values of precision, recall and F-measure as computed from ACM digital library and
the proposed LS-KDT process. These results are obtained for articles of computer science
domain.

First we calculated the performance metrics of the categories one by one. Then, for
the average values, we calculated micro precision, micro recall and micro F-measure. As
shown in the above table, the values of micro precision, micro recall and micro F-measure

Figure 13. Comparison of precision values on computer science articles dataset

Figure 14. Comparison of recall values on computer science articles dataset
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Figure 15. Comparison of F-measure values on computer science articles dataset

are improved in our proposed LS-KDT process. The values of precision, recall and F-
measure on computer science articles dataset are shown graphically in Figures 13, 14 and
15 respectively.

5.2. Comparison of results for articles of medical domain. Table 4 shows the
values of precision, recall and F-measure obtained on articles of medical domain. The
results are calculated from ACM digital library and the proposed LS-KDT process. The
results of precision, recall and F-measure are shown graphically in Figures 16, 17 and 18
respectively.

Table 4. Comparison of results for medical domain articles

ACM Digital Library Proposed LS-KDT Process
S. No Class/Category Precision Recall F-Measure Precision Recall F-Measure

1 Computer System Organization 70 60 65 80 80 80
2 Networks 100 45 68 100 54 70
3 Software and Engineering 92 75 83 90 70 79
4 Theory of Computation 100 100 100 90 90 90
5 Mathematics of Computing 95 90 92 100 100 100
6 Information Systems 90 50 64 90 50 64
7 Security and Privacy 100 40 57 100 78 88
8 Human Centered Computing 90 60 72 95 75 84
9 Computing Methodologies 100 90 95 100 90 95
10 Applied Computing 95 65 77 95 67 79
11 Social and Professional Topics 85 50 63 90 55 68

Average Values
Micro

Precision
= 92

Micro
Recall
= 66

Micro
F-Measure

= 76

Micro
Precision

= 94

Micro
Recall
= 76

Micro
F-Measure

= 82
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Figure 16. Comparison of precision values on medical domain articles

Figure 17. Comparison of recall values on medical domain articles

6. Conclusions. In this paper, we have proposed a modified LS-KDT process for the
automated multi label categorization of text documents. The proposed process has been
tested on two datasets of text domain. And the performance is compared with the results
of ACM digital library. The standard performance metrics like recall, precision and F-
measure are calculated and our proposed process has performed in a significantly better
way. In future, this process may be tested on other text datasets like legal documents,
and business documents. The results may also be analyzed for other digital libraries and
online repositories.
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Figure 18. Comparison of F-measure values on medical domain articles
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