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Abstract. Current recommender systems usually take scores or ratings for data anal-
ysis. Although user rating for a certain item (product) is easier to obtain, rating alone
cannot tell us what the users are thinking about. User comments are essential for recom-
mender systems because they include various types of emotional information that may
influence the correctness or precision of the recommendation. To obtain feasible recom-
mendations, it is important to improve the accuracy of user rating. The goal of this
research is to propose a deep learning model to process the emotion terms of user com-
ments and to generate feasible user rating for the recommendation. Our deep learning
method utilizes the GloVe algorithm to create word vector which will be used as the input
for the training model. Our proposed method has three major steps. The first step is
to transform user comments into word feature vectors; the second step is to learn user
emotion from user comments based on the Restricted Boltzmann Machine (RBM); the
third step is to learn the user rating by using a back-propagation neural network based on
the output of the RBM. The results of the proposed deep learning model can be applied
for recommendation in social network environment.
Keywords: Deep learning, Recommendation system, Emotion classification

1. Introduction. In recent years, recommender systems are gradually escaping from
traditional single recommendation methodology. Many studies have shown that recom-
mender systems can be combined with semantic web reasoning [1]. Related technologies
such as ontologies are also incorporated to generate intelligent recommendations [2]. In
combination with mobile devices, digital contents can be transmitted to users easier than
before. Recent studies also have shown that the establishment of personal ontology can
help the reasoning or inference for ontology development. By analyzing the user’s char-
acteristics and the usage records, a user’s ontology can be constructed. This kind of
ontology can be adjusted at any time by using the historical records to provide better
services for users [1-3]. It is, therefore, the major research topics of combining ontology,
big data and recommender system in the field of information social sciences.

X. Qian et al. [4] proposed a method to calculate a recommender system based on
user’s interests from social circles. They used the inferred trust from social circles to
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recommend items. D. Ahn et al. [5] proposed personalized recommender systems based
on the familiarity of the same topics among users in a social network. This approach
considers how the user likes and comments on Facebook posts. J. Wu et al. [6] proposed
prediction of user ratings from texts incorporating semantic graph. S. Liang et al. [7]
proposed a singularity-based method for measuring user similarity. They only use user
rating to calculate the similarity between users.

Y. Zheng et al. [8] used emotional context in recommender systems. They pointed out
“emotions are crucial for user’s decision making in the recommendation process”. User
rating could be reconsidered as user emotion. With the current knowledge, there are rare
of researches regarding user’s emotion for new recommender system. In another side,
automatic recognition of text emotion is getting more and more attention currently [9].
For example, a sentiment system can read the news and tell the news is negative, positive
or neutral [1]. S. M. A. Masum et al. [11] recently have developed “SenseNet” that is
a linguistic tool to discover polarity values of a word. In their approach, with the help
of WordNet, their method can assign a numerical value for some verbs, adjectives, and
adverbs. In other words, they detect their polarity values using ConceptNet.

Deep learning is one of the methodologies that can be used to calculate the emotional
factors. In [12], they used deep learning to recognize emotion based on the recognition
of speech emotion. In [13], deep learning is utilized to recognize emotion in multimodal,
such as the combination of video and audio from users. In [14], deep learning is utilized
to recognize emotion in images, vision, and videos to improve the emotion classification
and cross-modal retrieval. K. Dimitris et al. [13] utilized deep learning to analyze user’s
emotion based on human-machine interaction. The aims of previous researchers are to
improve the classification results of emotion factors via vision, images, or audio.

Many papers proposed recommender system based on user interest from social circles
but user emotion is not considered [4-7]. Some papers proposed recommender system
based on emotion from images, vision and videos of users [8,9,12-14]. The drawback is
hard to collect user emotions through user’s image, vision and video for each user.

In this paper, we propose an alternative approach which utilizes deep learning method
by analyzing users’ comments. We utilize the GloVe algorithm to generate word vector to
learn user emotions, which is more straightforward to compare it with previous methods
[8,9,12-14]. We assume that emotion is one of the factors which has a significant impact
on recommender systems and can make the recommendation more accurate. Users’ com-
ments are processed from texts into words and will be represented concerning vectors.
These vectors will be used as input to deep learning model and the classification of user’s
emotion will be learned. Based on these emotion factors, the proposed system will predict
the user rating for the recommendation. Our proposed model can be used to predict the
recommendation items through personalized recommender system.

The remainders of the paper are organized as follows. Section 2 gives problem definition
and preliminary preparation. Section 3 proposes a new method for predicting user rating
based on deep learning and the GloVe algorithm. Section 4 discusses the experimental
results to verify the proposed method. Finally, in Section 5, we give conclusions and some
topics for future work.

2. Problem Definition and Preliminary. As stated in [8], emotion could affect user’s
decision on giving a rating for items. The dataset consists of a set of users, U =
{u1, u2, . . . , um} and a set of businesses, Bu = {bu1, bu2, . . . , bun}. Rating for each busi-
ness bu with user u is expressed by ratings R = R[u, bu]m×n. This matrix Ru,bu denotes
the rating of user u on business bu. Ru,bu could be any number in the range of 1 to 5,
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as we collected from the database. In this paper, we will represent rating value by using
binary value as output in our deep learning model.

This research proposes an alternative approach to calculate user rating based on user
comments. For every comment from the business review, we will obtain a set of comments
C, where C = {c1,1, c1,2, . . . , cm,n}, c represents business bu which is commented by user
u. GloVe [15] has proposed an algorithm to represent word into word vector. GloVe’s
work was based on semantically relations between words, and these word vectors were
calculated in terms of the matrix. In [15], it already demonstrated that GloVe algorithm
outperforms the algorithm of skip-gram model, Latent Semantic Analysis (LSA) and
Latent Dirichlet Allocation (LDA).

GloVe algorithm is to generate word vectors for all user comments which are represented
as V e = [V eu,bu]k,l, where k is the dimension of vector and l is the total number of user
comments u for business bu. Matrix V eu,bu is the word vector representing the comment of
user u to business bu. We use these word vectors, v, as input for our deep learning model.
Our deep learning model is based on Restricted Boltzmann Machine (RBM). RBM is a
deep learning structure which consists of the visible layer and hidden layers with fully
connected weights between layers (see Figure 1). RBM uses binary value for each node
for both the visible and hidden layers. To transfer real value data into RBM learning
model we must transform real value data using real-valued Gaussian function into binary
value [16].

Figure 1. RBM model

In Figure 1, standard RBM units consist of visible layer vi, with hidden layer hj and
matrix of weights, W = [wi,j]m×n, where W connects vi with hj, respectively. RBM bias
is represented by ai for the visible layer and bj for hidden layer. The energy function for
a configuration (v, h) is defined as Equation (1).

E(v,h) = −
∑

ij
viWijhj −

∑
i
aivi −

∑
j
bjhj (1)

This energy function is a type of probability distribution over the input vector which is
defined as P(v) as shown in Equation (2).

P(v) =
1

Z

∑
h
e−E(v,h) (2)

In Equation (2), the variable Z is a partition value over all possible configurations. The
visible units of RBM can be multinomial, although the hidden units are Bernoulli. In this
case, the logistic function for input units is replaced by the softmax function. Equation
(3) shows the function.
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where K is a constant, ∀k ∈ K.



1144 HENDRY, R.-C. CHEN, L.-H. LI AND Q. ZHAO

Figure 2. The proposed system architecture

3. The Proposed Methodology. This section presents our approach to learn user
rating by incorporating the vector representation of the word, deep learning and tradeoff of
emotions in users’ comments. Figure 2 shows the proposed system architecture. The first
part is to represent user comments by using word-vector. The GloVe algorithm is utilized
to do the word-vector representation. After the word-vector representation is generated,
our system will execute the learning process to perform the emotion classification from
user comments. The main steps for this part are as follows:
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1) For each vector ve from the set of vectors Ve, it will be used as input vi for RBM
learning process. Hidden units hj can be derived by

p(hj = 1|v) = σ
(∑

i
Wijvi + bj

)
(4)

where σ(.) represents the sigmoid function and bj is the bias for hidden layer.
2) Reconstruct each visible vector as v with the following equation which is similar to

Equation (4)

p(v′
i|h) = σ

(∑
j
Wijhj + ai

)
(5)

where σ(.) represents the sigmoid function and ai is the bias for the reconstructed new
vector layer. ai is the bias that occurs when input layer is reconstructed into new input
vector layer from RBM learning.

The second part of our proposed deep learning model uses emotion classification as
inputs to learn the user rating. Equation (6) shows the computation of weighted sum
neth, for each node in the hidden layer. Theta (θh) is the bias for each hidden node and
Wih represents the weight of the connection between input node Xi and hidden node h.

neth =
∑

i
Wih.Xi − θh (6)

Hh = f(neth) =
1

1 + e−netk
(7)

Equation (7) is the computation of neural network between input layer (X) and hidden
layer (H) where each input node is represented as Xi and the node in the hidden layer is
represented as h, h ∈ H. Sigmoid function f(neth) is used to transfer data to each node
in the hidden layer.

Equation (8) shows the computation of weighted sum netj, for each node in each output
layer. Theta (θj) is the bias for each node; Whj is the weight for each node from hidden
layer to output layer.

netj =
∑

i
Whj.Hh − θj (8)

Yj = f(neth) =
1

1 + e−netj
(9)

The output value (Yj) between hidden layer (H) and the output layer (Y ) is calculated
using Equation (9), and sigmoid function f(neth) is used to transfer the data from output
node Yj.

4. Experimental Results. In this section, our research experiments are explained and
illustrated. For our deep learning model, we use 70 percent data as for the training and
use 30 percent data as the testing. We also use 50, 100, 150 and 200 data to compare with
the training model. We use Yelp dataset academic challenge version fifth that consists
of more than 1.5 million comments, 366 thousand users and 61 thousand of business.
To limit our scope, we only take top 10 of business categories from the dataset for our
experiments as shown in Table 1. Table 2 shows the summary of our dataset.

For the learning model, we set our vector dimension to 51, epoch = 9,000 − 15,000,
hidden units = 20, and output units = 5. Figure 3 shows the result for our experiments
using dataset 50. The best iterations model for 50 data at 8,997 iterations with train
error = 0.03, and the best iteration model for 100 data at 8,964 iterations with train error
= 0.034. We also conduct our experiments with 150 and 200 user comments and 200
user comments are shown in Figure 4. The best iteration model for 150 data at 10,121
iterations with train error = 0.191, and the best iteration model for 200 data at 13,509
iterations with train error = 0.147.
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Table 1. Categories of business review from Yelp dataset

No Categories Number of Reviews
1 Restaurant 21,892
2 Shopping 8,919
3 Food 7,862
4 Beauty & Spas 4,738
5 Nightlife 4,340
6 Bars 3,628
7 Health & Medical 3,213
8 Automotive 2,965
9 Home Services 2,853
10 Fashion 2,566

Table 2. Statistics of dataset

Type Attribute Frequency
Users Data User id, name, friends, fans, votes, . . . 366,715 items
Business Data Business id, name, city, categories, address, . . . 61,184 items
Review Data User id, business id, review text, rating, . . . 1,569,264 items

Figure 3. Result of training model for 50 user comments

Table 3 shows our system’s accuracy for each data. We only show the best combination
of deep learning parameters for each data. We also compare our model with another
baseline model. Table 4 shows the comparison results of the Mean Squared Error (MSE)
between our model and other models.

From Table 4 we could see that our proposed method outperforms the baseline methods.
For smaller training sets our method is sigficantly better, and can fit better than other
methods. For the training set with 200 user comments, the proposed method is still the
best and MLP has the same training error.

5. Conclusion and Future Work. In this paper, we utilize deep learning to learn user
rating through user comments. The method transforms user comments into word feature
vector first. Next, Restricted Boltzmann Machine (RBM) is used to present user’s emotion
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Figure 4. Result of training model for 200 user comments

Table 3. Results summary for each training data

Training Data Deep Learning Model Parameter Settings MSE Accuracy
50 user comments layers = c(51, 20, 8, 5), bp.learnRate = .1, fine-

TuneFunction = “backpropagation”, numE-
pochs = 9000, batchSize = 1, errorFunction =
mseError, initialMomentum = 0.9

0.03 100%

100 user comments layers = c(51, 20, 8, 5), bp.learnRate = .1, fine-
TuneFunction = “backpropagation”, numE-
pochs = 9000, batchSize = 1, errorFunction =
mseError, initialMomentum = 0.9

0.034 96.96%

150 user comments layers = c(51, 20, 8, 5), bp.learnRate = .1, fine-
TuneFunction = “backpropagation”, numE-
pochs = 15000, batchSize = 1, errorFunction
= mseError, initialMomentum = 0.9

0.1907 85.23%

200 user comments layers = c(51, 20, 8, 5), bp.learnRate = .1, fine-
TuneFunction = “backpropagation”, numE-
pochs = 15000, batchSize = 1, errorFunction
= mseError, initialMomentum = 0.9

0.147 88.44%

from user comments. Finally, the system uses these data as the input to learn the user
rating by utilizing a back-propagation neural network. From the experiments, our method
outperforms other baseline methods. As for now we only use the local optimum method to
determine the best training model. In the next step, we would like to incorporate ontology
learning and big data analysis to process all our dataset (more than 1.5 million user
comments), verify the proposed method, and propose methods for further improvement.
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Table 4. MSE comparison for each method

Training Data Methods MSE of Testing Data

50 user comments

Decision Tree 2.15
Multi-Layer Perceptron (MLP) 1.48
Random Forest 0.29
Propose Methods 0.03

100 user comments

Decision Tree 1.13
Multi-Layer Perceptron (MLP) 0.14
Random Forest 0.22
Propose Methods 0.034

150 user comments

Decision Tree 1.33
Multi-Layer Perceptron (MLP) 0.22
Random Forest 0.25
Propose Methods 0.19

200 user comments

Decision Tree 2.0049
Multi-Layer Perceptron (MLP) 0.14
Random Forest 0.27
Propose Methods 0.14
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