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Abstract. Aiming at the shortcomings of the existing multi-robot positioning system, such as large complexity, low real-time validity, positioning error and relative observation increase, which is not proportional to the positioning accuracy, a PSO-FastSLAM (Particle Swarm Optimization – Fast Simultaneous Localization and Mapping) Multi-Robot cooperative location algorithm based on ZigBee wireless network is proposed. The algorithm introduces PSO (Particle Swarm Optimization) in the stage of FastSLAM, drives all particles to move to the high likelihood probability region, updates the particle state multiple times, reduces the influence of redundant nodes. The information fusion between nodes solves the problem of particle exhaustion and expands the scope of understanding space. The experimental results show that the PSO-FastSLAM algorithm, integrated wireless sensor for assisted navigation, and the fusion of the observation information of each robot can greatly reduce the spatial dimension of the solution, so that the observation information can be reasonably applied in the filtering stage. In this paper, the principle and design process of PSO-FastSLAM algorithm under wireless sensor networks are introduced in detail, and the effectiveness and applicability of the algorithm are proved by simulation experiments.
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1. Introduction. Among the many research problems of multi-robot cooperative location systems, the most basic problem is the positioning problem. The positioning ability of the robot in a complex and uncertain environment is the basis for accomplishing various advanced tasks. If a robot can detect other robots and can communicate with them, the system can improve the positioning accuracy of each robot in the group by merging the relative observations between the robots and the motion information [1-3]. Especially, when the robot cooperation system is a heterogeneous robot group, the positioning of the multi-robot cooperation system will have greater advantages.

Autonomous positioning first faces the problem of perception of the working environment, that is, the multi-robot must be able to interpret its own state data and working environment data collected by its own internal and external sensors, and extract cognitively meaningful information from it. Secondly, the data association problem, the multi-robot must be able to correlate the current perceptual information with the data and the historical cumulative perceptual information and the same part of the data, so that the robot maintains the consistency of the observation of the working environment information after the movement. The third is the positioning problem. The multi-robot must be able to accurately determine its position in the environment in real time during the movement, and not be lost in the environment. Finally, the map model creation
problem of the unknown environment, in the unknown environment, because there is no a priori map, the multi-robot must first traverse its working environment and complete the map creation of the working environment.

Lots of research focused on the multi-robot cooperative system methods. For example, Shao et al. [2] studied the distributed cooperative control problem for multi-robot systems with dynamic leaders in the presence of parametric uncertainties. In [4], a particle swarm localization algorithm with penalty function is designed, which not only improves the positioning accuracy, but also improves the convergence speed of positioning. [5] uses a nonlinear function with parameter estimation, which makes the positioning algorithm more intelligent and realizes the node-free positioning method without search. Extended Kalman Filter (EKF) was first used for combined perceptual positioning of mobile robots. The EKF algorithm uses the first-order Taylor expansion near the current point estimation point, linearizes the mobile robot's system model, and then performs Kalman filtering. The EKF algorithm is simple and fast, and can solve the pose tracking problem with the initial pose in the positioning well when the current local state satisfies the linearization assumption. In [6], for the complexity of the unscented Kalman filter algorithm, a positioning method based on volume Kalman filter algorithm is proposed, which improves the positioning accuracy and simplifies the complexity of the algorithm. He et al. [7] proposed PSO-UFastSLAM based on the Unscented-FastSLAM (UFastSLAM) and the particle swarm optimization to estimate the robot poses and features. Li et al. [8] discussed a new Jacobian free Neural Network (NN) based FastSLAM algorithm.

In the field of wireless networks, the research on the location problem of multi-robot cooperative system is also carried out, and the application of this technology in this field is analyzed. Network sensors have the ability to collaborate and collect a large amount of context-aware data in continuous time and continuous space to monitor and rebuild the operating environment of the robot. In a large-scale sensor network, each node must have the ability to autonomously locate in various environments, and each node can perform autonomous positioning through relative observation information. Each network node needs self-positioning and co-location to obtain a topology map of the entire network, so as to improve information transmission efficiency and information reception intensity.

The main contributions of this paper are listed as follows.

1. Applying the wireless sensor network node as the specific identifier of the robot positioning, using the particle swarm optimization multi-robot cooperative location algorithm in the WSN environment, the weighted particles are used to estimate the position of the robot motion multiple iterations.
2. A multi-mobile robot co-localization algorithm based on PSO-FastSLAM in ZigBee wireless network environment is proposed. This algorithm introduces PSO in the stage of FastSLAM, drives all particles to move to the high likelihood probability region, and updates the particle state multiple iterations, reducing the impact of redundant nodes, achieving information fusion between nodes, solving the problem of particle exhaustion, and expanding the scope of understanding space.

The rest of this paper is organized as follows. In Section 2, the relevant researches of particle swarm optimization algorithm are presented in brief. A multi-robot cooperative location algorithm based on wireless sensor networks is proposed in Section 3. Section 4 experimentally compares the proposed algorithm with “EKF-SLAM” by simulation environment. Finally, we conclude our algorithm in Section 5.

2. PSO and FastSLAM. Particle Swarm Optimization (PSO) [9] is an evolutionary computation that was developed by Dr. Eberhart and Dr. Kennedy from a behavioral study of predation of birds. The algorithm was originally inspired by the regularity of
the bird cluster activity, and then a simplified model is built using group intelligence. Based on the observation of the activity behavior of animal clusters, the particle swarm optimization algorithm uses the individual’s sharing of information in the group to make the movement of the whole group in the problem solving space from the disordered to the orderly evolution process, so as to obtain the optimal solution. In PSO, the potential solution to each optimization problem is a bird in the search space, called a particle. All particles have a fitness value determined by the function being optimized, and each particle has a velocity that determines the direction and distance from which they fly. The particles then follow the current optimal particle search in the solution space. The PSO is initialized as a group of random particles (random solutions) and then finds the optimal solution. In each iteration, the particle updates itself by tracking two extremes; the first is the optimal solution found by the particle itself, and the solution is called the individual extreme value; the other extreme is the optimal solution currently found for the entire population. This extreme is the global extremum. In addition, it is also possible to use a part of the neighbors of the particles instead of the entire population, and the extreme value in all neighbors is the local extremum.

Suppose that in a $D$-dimensional target search space, there are $N$ particles forming a community, where the $i$ particle is represented as a dimension vector.

$$X_i = (x_{i1}, x_{i2}, \ldots, x_{id}), \quad i = 1, 2, \ldots, N \quad (1)$$

The “flying” speed of the $i$ particle is also a $D$-dimensional vector, denoted as

$$V_i = (v_{i1}, v_{i2}, \ldots, v_{id}), \quad i = 1, 2, \ldots, N \quad (2)$$

The optimal position that the $i$ particle has searched so far is called the individual extreme, which is recorded as

$$p_{best} = (p_{i1}, p_{i2}, \ldots, p_{id}), \quad i = 1, 2, \ldots, N \quad (3)$$

The optimal position that the entire particle swarm has searched so far is the global extreme, which is recorded as

$$g_{best} = (p_{g1}, p_{g2}, \ldots, p_{gd})$$

When these two optimal values are found, the particles update their speed and position according to the following Formulas (4) and (5) [10]:

$$v_{id} = w \ast v_{id} + c_1 r_1 (p_{id} - x_{id}) + c_2 r_2 (p_{gd} - x_{id}) \quad (4)$$

$$x_{id} = x_{id} + v_{id} \quad (5)$$

Among them: $w$ is the inertia factor, which reflects the ability of particles to inherit previous speeds; $c_1$ and $c_2$ are learning factors, also called acceleration constants; and $r_1$ and $r_2$ are uniform random numbers in the range $[0, 1]$. The right side of Equation (4) consists of three parts. The first part is the “inertia” or “momentum” part, which reflects the movement “habit” of the particles, which means that the particles have a tendency to maintain their previous speed; the second part is the “cognition” part, which reflects the memory or remembrance of the particle’s own historical experience, which represents the tendency of the particle to approach its best position in history; the third part is “social” part. The (social) part reflects the group historical experience of synergy and knowledge sharing between particles, and represents the trend of the optimal position of the particle directed group or neighborhood history.

According to experience, usually $c_1 = c_2 = 2$, $i = 1, 2, 3, \ldots, N$, $v_{id}$ is the speed of the particle, $v_{id} \in [-v_{\text{max}}, v_{\text{max}}]$, $v_{\text{max}}$ is a constant that is set by the user to limit the speed of the particles. $r_1$ and $r_2$ are random numbers between $[0, 1]$ [11,12].
2.1. **Basic particle swarm algorithm flow.** The flow of the algorithm is as follows:

1. Initialize the particle swarm, including the population size $N$, the position of each particle $X_i$ and the speed $V_i$;
2. Calculate the fitness value of each particle $Fit[i]$;
3. For each particle, compare its fitness value $Fit[i]$ with the individual extreme value $p_{best}(i)$. If $Fit[i] > p_{best}(i)$, replace $p_{best}(i)$ with $Fit[i]$;
4. For each particle, compare its fitness value $Fit[i]$ with the global extreme value $g_{best}(i)$. If $Fit[i] > g_{best}(i)$, use $Fit[i]$ for $g_{best}(i)$;
5. According to Formulas (4) and (5) update the velocity $V_i$ and position $X_i$ of the particle;
6. Exit if the end condition is met (the error is good enough or the maximum number of cycles is reached); otherwise it returns.

![PSO algorithm flow](image)

**Figure 1.** PSO algorithm flow

2.2. **Particle representation of FastSLAM.** In FastSLAM, road sign estimates are implemented using independent EKF, one road sign corresponds to an EKF filter, and the map is a set of $N$ 2-dimensional Gaussian models instead of a single joint $2 \times N$-dimensional Gaussian model. There are a total of $M$ particle filters for estimating the path. Each particle contains $N$ independent EKF filters for estimating $N$ road signs. The
The $i$ particle represents:

$$s_t^i = \left\{ s_t^{i,[m]}, m_{1,t}, s_t^{[i]}, \ldots, m_{N,t}, s_t^{[m]} \right\}$$  \hspace{1cm} (6)$$

It contains a path $s_t^{i,[m]}$ and based on the $N$ landmark Gaussian estimates on the path. The mean and variance of the Gaussian representation of the $N$th landmark are $\mu_{N,t}$ and $\sum_{N,t}$, respectively.

FastSLAM organically integrates the particle filter with the Kalman filter to robustly solve the data association and multi-target tracking problems. The FastSLAM algorithm decomposes the state estimation into a sampling part and a parsing part. The FastSLAM algorithm is based on particle filtering. It samples the robot pose and data fusion, calculates the position of the road sign on the basis of each particle, and uses some balanced binary trees to represent the road sign, so that updating the road sign only requires the number of road signs. The uncertainty of each particle’s pose is from the data fusion, which can distinguish the road sign in the noise environment more clearly, and even update the road sign under very simple data fusion conditions. Road sign updates as shown in Figure 2.

![Figure 2. Updating the landmark tree](image)

We assume that $k = 3$, that is, only the landmark Gaussian parameters $\mu_3^{[m]}, \sum_3^{[m]}$ are updated. Instead of duplicating the entire tree, a single path is duplicated, from the robot to the third Gaussian. This path is an incomplete tree. The tree is completed by copying the missing pointers from the tree of the generating particle. Thus, branches that leave the modified path will point to the unmodified subtrees of the generating particle.
Clearly, generating this modified tree takes time logarithmic in \( N \). Moreover, accessing a Gaussian also takes time logarithmic in \( N \), since the number of steps required to navigate to a leaf of the tree is equivalent to the length of the path.

3. Model Establishment.

3.1. System structure. According to the multi-robot cooperation relationship, the robot system is mainly divided into: centralized multi-robot system, distributed multi-robot system and hybrid multi-robot master robot system. In a centralized multi-robot system, the central module is also called the master robot. The function of the central module is mainly to realize the decomposition and distribution of system tasks and to complete the exchange of information with all other robots in the system. Considering the characteristics of wireless sensor networks, each wireless sensor network has a coordinator responsible for the organization and management of the network. All data is concentrated on the coordinator, so the multi-machine system involved in this paper is centralized multi-robot system.

The FastSLAM based on multi-robot cooperative location algorithm in WSN environment is the advantage of integrating PSO and FastSLAM algorithms and real-time precise positioning combined with external wireless sensors [13]. Using wireless sensors for auxiliary positioning, data association is easy, no mis-correlation occurs during observation, and seed nodes are no longer needed for positioning during observation, which improves the robustness and accuracy of the network. In addition, particle filter and particle swarm optimization have their own advantages. Particle filter approximates posterior probability density distribution by searching a series of random samples in state space, replaces integral operation with sample mean, and finally realizes state estimation. Particle swarm optimization is an optimization algorithm based on group intelligence. It finds the optimal value by constantly updating the speed and position of particles in the search space. In order to improve the performance of FastSLAM, PSO will be introduced in the prediction stage of FastSLAM to drive all particles to move to the high likelihood probability region, and the particle state is updated several times. In the particle estimation, the individual particles and the group particles are considered together. The influence is obtained to obtain more realistic prediction of system state distribution. Combined with external wireless sensors, a multi-robot cooperative location algorithm based on PSO-FastSLAM in wireless sensor environment is proposed.

3.2. Motion model. There are two system models in SLAM: a motion model and an observation motion model. The motion model describes the probability distribution of the robot pose at time \( t \). The robot motion model is shown in Figure 3 [14].

In Figure 3, \( \gamma \) is the front wheel deflection angle of the robot, \( \theta \) is the direction angle of the robot, \( B \) is interval of wheel.

The motion model of the robot is shown in Equation (7) [15]:

\[
\begin{bmatrix}
    x_t^{(i)} \\
    y_t^{(i)} \\
    \theta_t^{(i)}
\end{bmatrix} = \begin{bmatrix}
    x_{t-1}^{(i)} + \Delta t \cdot v_{t-1} \cos(\theta_{t-1}^{(i)} + w_{t-1}\Delta t) + w_x \\
    y_{t-1}^{(i)} + \Delta t \cdot v_{t-1} \sin(\theta_{t-1}^{(i)} + w_{t-1}\Delta t) + w_y \\
    \theta_{t-1}^{(i)} + \Delta t \cdot w_{t-1} + w_\theta
\end{bmatrix}
\]  

(7)

Among them: \( x_{t-1}^{(i)}, y_{t-1}^{(i)}, \theta_{t-1}^{(i)} \) are the centroid coordinates and direction angles of the robot characterized by the \( i \) particle at \( t - 1 \); \( \Delta t \) is the time interval from \( t - 1 \) to \( t \); \( v \) and \( w \) are the speed and angular velocity of the robot respectively; \( w_x, w_y, \) and \( w_\theta \) are the corresponding noise terms.
3.3. **Observation model.** The observation model $p(z_t|x_t)$ describes the probability that the observed information is $z_t$ when the robot pose is $x_t$. $u_{t-1} = (v_{t-1}, w_{t-1})$ is the control information given by the odometer at time $t-1$. $v_{t-1}$ and $w_{t-1}$ respectively represent the speed and angular velocity of the robot at time $t-1$.

The robot uses its own distance/direction sensor to detect the landmark and obtain the distance and direction angle of the landmark. Its observation model is shown in Equation (8) [16]:

$$
\begin{bmatrix}
  z_i^t \\
  z_j^t
\end{bmatrix} = R
\begin{bmatrix}
  \alpha \\
  \beta
\end{bmatrix} = \begin{bmatrix}
  \sqrt{(x_c - x_i)^2 + (y_c - y_i)^2} + w_r \\
  \arctan\frac{y_c - y_i}{x_c - x_i} - \theta + w_\beta
\end{bmatrix}
$$

where $(x_c, y_c)$ is the position of the landmark, $(x_i, y_i)$ is the position of the robot; $\theta$ is the direction angle of the robot; $w_r$ and $w_\beta$ are the noise corresponding to the measured
distance and direction, respectively. The schematic diagram of robot observation model is shown in Figure 4. In Figure 4, \( o \) is landmark, \( (\hat{X}_L, \hat{Y}_L) \) is positional coordinates of landmark, \( \theta_k \) is the direction angle of the robot, \( \hat{\varphi} \) is direction angle of the landmark, \( L \) is distance between front and rear axles.

3.4. **Location algorithm for PSO-FastSLAM in WSN environment.** A set of random samples \( s_i = \{X_i, w_i\} \) with correlated weights and the estimation based on these samples are used to represent the posterior probability density of robot posture. \( X_i = \{x_i, y_i, \theta_i\}^T \) and \( w_i \) represents weights.

1) Motion model sampling is used to construct the prediction sample set and obtain the measurement value.

\[
 z_k \sim \text{fitness} = \exp \left[ -\frac{1}{2R_k} \left( z_k - \hat{z}^i_k / k - 1 \right)^2 \right] \tag{9} 
\]

In the formula, \( z_k \) is the latest measurement value and \( \hat{z}^i_k / k - 1 \) is the predicted measurement value.

2) Initialization. At the moment \( k = 0 \), \( N \) is that the number of sampled particles comes from the importance function. Sampled particles are represented by \( \{x^i_{0:k}, 1/N\}_{i=1}^N \). The importance density function is taken as a transfer prior probability.

\[
 \left\{x^i_{0:k}, 1/N\right\}_{i=1}^N x^i_k \sim q \left(x^i_k | x^i_{k-1}, z_k\right) = p \left(x^i_k | x^i_{k-1}\right) \tag{10} 
\]

3) Particles are extracted from the predicted sample set, and PSO is used to drive the particle set to move to the region with high likelihood probability.

4) Using the latest relative observation information to update the weight of the particle set. Observation model of multi-robot is shown in Figure 5.

![Figure 5. Observation model of multi-robot](image-url)

The Gaussian noise with zero mean is set for the observation noise of relative distance and relative azimuth between robots. The variances are \( \sigma^2_p \), \( \sigma^2_\theta \) respectively, and the observations are independent of each other.

\[
 w^i_t = w^i_{t-1} \cdot \frac{1}{\sqrt{2\pi\sigma_p}} e^{-\frac{(d-d_t)^2}{2\sigma_p^2}} \cdot \frac{1}{\sqrt{2\pi\sigma_\theta}} e^{-\frac{(\theta-\theta_t)^2}{2\sigma_\theta^2}} \tag{11} 
\]
Among them, \( d \) is the observation distance of \( t \) moments and \( d_i \) is the predicted distance of the robot whose \( X_i^t \) particles are observed.

\[
d_i = \sqrt{(x_0 - x_i^t)^2 + (y_0 - y_i^t)^2}
\]

(12)

\((x_0, y_0)\) is the latest position estimation of the observe and \((x_i^t, y_i^t)\) is the position estimation of particle \( X_i^t \). \( \beta_i \) is the predicted orientation of particle \( X_i^t \) relative to the observed robot, and there are:

\[
\beta_i = \tan^{-1}\left(\frac{y_0 - y_i^t}{x_0 - x_i^t}\right) - \theta_i
\]

(13)

In this paper, for the convenience of sampling, the prior probability density \( p(x_t| x_{t-1}^i) \) is used as the important sampling function, that is \( q(x_t| x_{t-1}^i, z_t) = p(x_t| x_{t-1}^i) \), weights is \( w_t^i \propto w_{t-1}^i p(z_t|x_t^i) \). If a robot observes a companion at time \( t \), these observations are independent of each other and have the same variance, then the weight is \( w_t^i \).

\[
w_t^i = w_{t-1}^i \prod_{j=1}^{M} \frac{1}{\sqrt{2\pi\sigma_d}} e^{-\frac{(d_j - d_i)^2}{2\sigma_d}} \cdot \frac{1}{\sqrt{2\pi\sigma_\beta}} e^{-\frac{(\beta_j - \beta_i)^2}{2\sigma_\beta}} \quad (i = 1, \ldots, N)
\]

(14)

\(d_j, \beta_j\) \((j = 1, \ldots, M)\) are the relative distance and azimuth observed. According to the optimum value and using Formulas (15) and (16) to update the particle’s speed and position, the particle keeps close to the real state.

\[
v_{k-1}^i = |\text{Rand } n| \left(p_{\text{best}}(i) - x_{k-1}^i\right) + |\text{Rand } n| \left(g_{\text{best}}(i) - x_{k-1}^i\right)
\]

(15)

\[
x_k^i = x_{k-1}^i + v_{k-1}^i
\]

(16)

5) Normalization of weights.

\[
\tilde{w}_t^i = \frac{w_t^i}{\sum_{i=1}^{N} w_t^i}
\]

(17)

6) Adaptive resampling.

If \( N_{\text{eff}} = \frac{1}{\sum_{i=1}^{N} (w_t^i)^2} < N_{\text{th}} \), the original sample \( \{x_{0:k}^i, w_k^i\}_{i=1}^{N} \) with weights is mapped to the sample with equal weights by resampling.

7) Output.

State estimation:

\[
\hat{x}_k = \sum_{i=1}^{N} w_k^i x_k^i
\]

(18)

Variance estimates:

\[
P_k = \sum_{i=1}^{N_1} w_k^i (x_k - \hat{x}_k)(x_k - \hat{x}_k)^T
\]

(19)

8) End judgement. If yes, quit the algorithm; if not return to the algorithm step 2).

4. Simulation Results and Analysis.

4.1. Prerequisites of multi-robot cooperative location algorithm for PSO-Fast-SLAM in WSN environment. In order to optimize the sampling process of particle filtering, the PSO algorithm is incorporated into particle filtering. The algorithm makes the following assumptions.

1) In the simulation experiment, the observed noise and state noise are Gaussian white noise and uniformly distributed noise, respectively.

2) All mobile robots in this experiment move in a two-dimensional barrier-free pre-selected area.
3) Each robot is equipped with a wireless sensor called ZigBee2530, which can measure the change of its own pose and can measure the relative position (relative distance and relative orientation) with other robots.

4) The corresponding information fusion will only be carried out when the robot detects that there are other networks nearby.

4.2. Simulation and analysis. In order to verify the feasibility and effectiveness of the algorithm, the experiment was simulated using MATLAB2016. As shown in Figure 6 and Figure 7, 35 road signs are added to the user interface, and 17 poses are added to create environmental features and motion control information on the user interface.

The position of the mobile robot is estimated using the EKF-SLAM (Extended Kalman Filter) [17-20] and WSN-FastSLAM algorithms, respectively. Figure 6 is a simulation

![Figure 6. EKF-SLAM position simulation](image6)

![Figure 7. WSN-FastSLAM position simulation](image7)
effect of the EKF-SLAM algorithm, in which the star point represents the actual road sign position, the cross point represents the estimated road sign position, and the ellipse around it indicates the uncertainty of its observation. Figure 7 shows the simulation results of the WSN-FastSLAM simulation algorithm. The star points and black points represent the actual and estimated road sign positions, respectively.

When the control noise is fixed and relatively small, and the observation noise added at the same time is relatively small, EKF-SLAM and WSN-FastSLAM can better estimate the path and road sign. However, in terms of the X-axis and Y-axis errors, WSN-FastSLAM is still smaller than EKF-SLAM.

However, in the case that the control quantity noise must be relatively small, and the added observation measurement noise is relatively large, EKF-SLAM (Figure 8) and WSN-FastSLAM (Figure 9) can start to estimate the path and road sign, and get a better SLAM.

![Figure 8. EKF-SLAM noise simulation](image1)

![Figure 9. WSN-FastSLAM noise simulation](image2)
effect. With the accumulation of errors, EKF-SLAM is significantly larger in terms of X-axis and Y-axis errors, while WSN-FastSLAM still maintains better path and landmark estimation performance, and overall performance is better than EKF-SLAM.

In this simulation experiment, the population size is set to pop size = 30; the distribution area is the two-dimensional region of \((-2, -2)\) to \((2, 2)\), and the global optimal value is the first particle position pop of the population \((1, 1)\). As shown in the middle of Figure 10, set the number of iterations \(\text{gen} = 100\), the learning factor \(c_1 = 2\), and \(c_2 = 2\). As shown in Figure 10, the right part in the figure is the state of the particle pose when the number of iterations reaches 50. The abscissa of the left graph is the number of iterations, and the ordinate is the fitness value.

![Iterative 50 particle distributions](image)

**Figure 10. Iterative 50 particle distributions**

When the number of iterations reaches 100, the particles each find their own optimal position and are concentrated in one position. At this time, the group optimal value is determined. As shown in Figure 11, this figure shows that the convergence of each particle is better.

In order to further verify the real-time performance and positioning accuracy of the algorithm, when the robot position is fixed, the experiment is carried out with different particle numbers and iteration times, and the algorithm running time (s) and positioning accuracy (m) are obtained as shown in Table 1. It can be seen from Table 1 that the larger the number of iterations and the more the number of particles, the more accurate the corresponding positioning accuracy is, but the corresponding time is also increased, and the timeliness of the algorithm is not enough. To meet different positioning requirements, the corresponding parameters can be adjusted appropriately.

5. **Conclusions.** In this paper, a multi-robot cooperative location algorithm based on PSO-FastSLAM in WSN environment is proposed. The wireless sensor network and particle swarm optimization algorithm are combined to achieve positioning. The wireless sensor network assists the robot positioning. The algorithm introduces PSO in the stage of FastSLAM, drives all the particles to move to the high likelihood probability region, updates the particle state multiple times, reduces the influence of redundant nodes, and
realizes information fusion between nodes. Experimental simulations show that the proposed method effectively suppresses the cumulative error of the system and basically solves the particle degradation and depletion phenomenon in particle resampling.

As future work, one can study optimal control problem. A control policy that generates smaller loops will clearly perform better than a policy that generates large loops. In an environment with a large number of landmarks, determining the best action a robot takes in a given map is a challenging issue.
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