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Abstract. Feature selection becomes predominant and quite prominent in the case of
datasets that are contained with a higher number of variables. RF (Random Forest) has
emerged as a robust algorithm that can handle a feature selection problem with a higher
number of variables. It is also very much efficient while dealing with regression prob-
lems. In this work, we proposed the combination of RF, SVM (Support Vector Machine)
and tune SVM regression to improve the model performance. We use four outstand-
ing regression datasets from the UCI (University of California Irvine) machine learning
repository. In addition, the ranking of important features by RF for affection factors is
given out. We prove that it is essential to select the best features to improve the per-
formance of the model. The experimental results show that our proposed model has a
better effect compared to other methods in each dataset. The trend of RMSE (Root Mean
Squared Error) value is decreased, and the r-value is increased in every experiment for
all datasets. Furthermore, it is indicated that the regression predictions perfectly fit the
data.
Keywords: Random forest, Features selection, SVM, Regression

1. Introduction. In the area of data processing and analysis, a dataset may have large
numbers of variables or attributes which determine the applicability and usability of the
data [1]. Furthermore, it is essential that we select the best set of attributes which im-
proves the performance of the model, increases the computational efficiency, and decreases
the storage requirements. It is clear that every feature may not be contributing substan-
tially. For different applications, a subset of variables can provide us an equivalent and
effective attention. Finding the related features may be termed as feature selection in
the area of machine learning. This is also known as variable selection, attribute selection,
variable or attribute subset selection. This approach may reduce the data training time
and effort. Most of the time the data set includes a lot of features with different qualities
that can influence the performance of the classifiers. For instance, noisy features can affect
the performance of the algorithm. The reduction of the original feature set to a smaller
one preserving the relevant information while discarding the redundant one is referred
to as FS (Feature Selection) [2]. In order to tackle this issue and use a smaller number
of training samples, the use of feature selection and extraction techniques would be of
importance. The concept of feature selection came into the picture after 1995 around.
Blum and Langley focus on two problems: the issue of selecting relevant features and the
issue of choosing relevant examples and produce a general framework to compare differ-
ent algorithms [2]. Many researchers have been done on the ranking of variables for the
feature selection, for example in [3,4]. Furthermore, two popular methods, Boosting [5]
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and Bagging [6] were proposed to generate many classifiers and aggregate their results for
the classification tree.
In this work, we will compare the differences using different combinations of features.

Next, we will see if it can make better performance in selecting features that have good
accuracy with the data to be predicted. Machine learning needs lots of data and features
to make predictions more accuracy, but feature selection is more important than designing
the prediction model. Furthermore, using the dataset without pre-processing will make the
prediction result worse. In this paper, we will show how important the features selection
processed. The main contributions of this work can be summarized as follows. First, this
work will conduct an analysis of variable importance to find out which variables are more
relevant especially for regression data. The study has been carried out with Random
Forest, and some discussion is provided in order to get some insight into the selection
of the adequate importance metric. Second, the system will compare different machine
learning models, such as SVM, RF, and combined SVM and RF together. Different
models will have different strengths in predicting data; we tried to combine RF, SVM
and tune SVM regression to make the accuracy better. The tune() function tunes hyper
parameters of statistical methods using a grid search. This function is a large list. It has
a lot of output but at this point, we are interested in knowing which parameter values
for gamma and cost are the best. Moreover, this function will improve accuracy. The
whole work has been done in R [7], a free software programming language that is specially
developed for statistical computing and graphics. The remainder of the paper is organized
as follows. Section 2 provides a review of the material and methods. Section 3 presents
our results and discussion. Finally, conclusions are drawn, and future research directions
are indicated in Section 4.

2. Material and Methods.

2.1. Random forest. RF consists of a combination of decision-trees. It improves the
classification performance of a single tree classifier by combining the bootstrap aggregat-
ing, also called bagging method and randomization in the selection of partitioning data
nodes in the construction of a decision tree [8]. A decision tree with M leaves splits the
feature space into M regions Rm, 1 ≤ m ≤ M . For each tree, the prediction function
f(x) is defined as Formulas (1) and (2):

f(x) =
M∑

m=1

cm
∏

(x,Rm) (1)

where M is the number of regions in the feature space, Rm is a region corresponding to
m, cm is a constant corresponding to m:∏

(x,Rm) =

{
1, if x ∈ Rm

0, otherwise
(2)

The final classification decision is made from the majority a vote of all trees.

2.2. Importance features study. Variable importance analysis with Random Forest
has received a lot of attention for many researchers, but there remain some open issues
that need a satisfactory answer. An overview could be found in [9-12]. The important
procedure implemented in R for RF provides two important reliable measures for each
explanatory variable.
The first measure, %IncMSE, accounts for the mean decrease in accuracy or how the

prediction gets worse when that variable changes its value. It is computed from permuting
test data: For each tree, the prediction error on the test is recorded MSE (Mean Squared
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Error). Then the same is done after permuting each predictor variable. The difference
is the average over all trees and normalized by the standard deviation of the differences.
If the standard deviation of the differences is equal to 0 for the variable, the division is
not done. The average is almost always equal to 0 in that case. The higher the difference
is, the more important the variable. It uses the out OOB (Out of Bagging) concept: A
group of regression trees. The OOB subset, which has been kept out for the construction
of each tree, is used to calculate a mean squared error as Formula (3) [13].

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (3)

where yi is the actual hourly price, ŷi the predicted one and n the number of data in the
OOB set. Each tree b and variable j, which has been used to create the tree is randomly
permuted in the OOB set. A new MSE (Mean Squared Error) is calculated and the value
of the importance of the variable may be computed from the expression of Formula (4).

δ̄j =
1

B

B∑
b=1

(
MSE −MSE permutedj

)
=

1

B

B∑
b=1

δbj (4)

which is an average over all trees (B) of the forest where variable j has been used. The final
value of the importance is obtained by normalizing with the standard error as Formula
(5).

%IncMSE =
δ̄bj

σδbj

/√
B

(5)

where σδbj is the standard deviation of the δbj. A higher %IncMSE represents higher
variable importance [13]. The second important measure, IncNodePurity relates to the
loss function, which is chosen by best splits. The loss function is MSE for regression and
Gini-impurity for classification. More useful variables achieve higher increases in node
purities that is to find a split that has a high inter-node variance and a small intro node
variance.

2.3. Support vector machines & SVR (Support Vector Regression). SVM is a
machine learning algorithm. In recent years, there have been plenty of researches on
SVM and introduced as a powerful method for classification. An overview can be found
in [14-16]. The other research describes that SVM uses a high dimension space to find
a hyperplane to perform binary classification where the error rate is minimal [17-19]. A
basic input data format and an output data domain are given as Formula (6).

(xi, yi), . . ., (xn, yn), x ∈ Rm, y ∈ {+1,−1} (6)

where (xi, yi), . . ., (xn, yn) are training data, n is the number of samples, m is the input
vector, and y belongs to the category of +1 or −1.

The boundary between classes is defined by a hyperplane computed as a linear combi-
nation of a subset of the data points, called Support Vectors (SVs). A regression problem
requires the prediction of a quantity and regression can have real-valued or discrete input
variables. Moreover, a problem with multiple input variables is often called a multivari-
ate regression problem. The SVM approach was more recently extended to regression
problems [20], a domain in which it was SVR. The output of an SVR is computed as
Formula (7).

Ysvr(x) =
n∑

i=1

βik(x; xi) + b (7)
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where βi and xi are respectively the weight and the position of each SVs. In addition, n
is the number of SVs, b is the bias, and k(x;xi) is the kernel function corresponding to xi.
In the standard approach, a single kernel function is used, whose shape is characterized
by a set of parameters. Like other methods based on kernels, the quality of the regression
depends on the choice of the kernel function and its parameters, which must be suitable
to the current data [21].
In order to avoid over-fitting, the SVR function allows us to penalize the regression

through cost function. The SVR technique is flexible in terms of the maximum allowed
error and penalty cost. This flexibility allows us to vary both these parameters to perform
a sensitivity analysis in an attempt to come up with a better model. Now we will perform
sensitivity analysis, by training a lot of models with different allowable errors and cost
parameters. This process of searching for the best model is called tuning of the SVR
model. Parameter tuning of function is a grid search. This generic function tunes hyper
parameters of statistical methods using a grid search. In this research, we use tune()
function and tuning of the SVR model can be performed as the technique provides flex-
ibility with respect to maximum error and penalty cost. Tuning the model is extremely
important as it optimizes the parameters for the best prediction.

2.4. Caret (classification and regression training) package. The Caret package has
several functions that attempt to streamline the model building and evaluation process.
This package contains functions to streamline the model training process for complex
regression and classification problems. The package utilizes some R packages but tries
not to load them all at package start-up. By removing formal package dependencies,
the package start-up time can be significantly decreased. The package suggests the field
includes 30 packages. Caret loads packages as needed and assumes that they installed.
If a modeling package is missing, there is a prompt to install it. The package contains
tools for data splitting, pre-processing, feature selection, model tuning using resampling,
variable importance estimation, as well as other functionality [22].

2.5. Research workflow. Figure 1 describes the workflow of this research. In addition,
the experiment consists of several steps. First, we use the Random Forest to select
essential features from each dataset. Second, the construction of the different machine
learning models uses SVM, RF, and combines SVM and RF together. Different models
will have different strengths in predicting data.

Figure 1. The workflow of this research

We tried to combine all advantages from each method RF, SVM and tune SVM re-
gression to make the accuracy better and the last step is to compare the result. The
important features for each dataset will be selected by RF. RF is more recent than the
other techniques applied in this paper. It was developed by Breimann [23,24] as a way
of obtaining more accurate predictions without overfitting the data. RF is similar to
Bagging, but additionally making use of a randomized subset of predictors for each split
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of each tree. This small difference in the way of building trees allows obtaining so many
different trees that a better and more accurate prediction is obtained. The number of
trees we have worked with in the use of RF is 500. Previous study shows that RF is
able to provide accurate results both in terms of important variable assessment and pre-
diction accuracy. They mitigate the instability problem resulting from training sample
changes [23,24]. Next, we use these important features to build the SVM model. SVM is
introduced as a powerful method for classification and regression analysis. An overview
can be found in [14-16]. The other research describes that SVM uses a high dimension
space to find a hyperplane to perform binary classification where the error rate is minimal
[17-19]. Another important point is to check the SVM algorithm parameters. As many
machine learning algorithms, SVM has some parameters that have to be tuned to gain
better performance. This is very important because SVM is very sensitive to the choice
of parameters. Even close parameter values might lead to very different classification
results. To find the best solution to this problem, we will test with some different values.
In addition, we use the svm() and tune.svm() function in e1071 package of R language to
build SVM model. RBF (Radial Basis Function) kernel is also called the Gaussian kernel
function. RBF kernel function is the most efficient one owing to its need to set very
few parameters and the powerful nonlinear learning ability. Thus, the kernel function is
the RBF kernel [25]. Two parameters need to be fixed: cost and gamma [26,27]. We
will select the best cost and gamma using the tune.svm() function. Furthermore, tune
SVM regression has the capacity of solving the problems of nonlinearity, small sample
and high dimension [16,17,28,29]. This combination method will improve the accuracy of
the regression analysis.

2.6. Model performance evaluation. The performance is evaluated with the statis-
tical indicators that were selected to estimate the performance of the proposed models.
Since our proposed model focuses on the regression analysis we use regression evaluation
metrics. In addition, RMSE (Root Mean Squared Error) is the most common metric used
to measure accuracy for continuous variables and regression analysis. In this research,
we use statistical indicators. First, RMSE is just the square root of MSE. The square
root makes the scale of the errors to be the same as the scale of targets. The equation is
Formula (8) [30,31]. The smaller values of RMSE indicate a more satisfactory result [25].

RMSE =

√√√√√ n∑
i=1

(Pi −Oi)
2

n
(8)

Second, the Pearson correlation coefficient (r), the coefficient of determination is be-
tween 0 and 1. If the r value is 1, it is indicated that the regression predictions perfectly
fit the data. The equation is Formula (9) [31,32].

r =

n

(
n∑

i=1

Oi · Pi

)
−

(
n∑

i=1

Oi

)
·

(
n∑

i=1

Pi

)
√√√√√
n

n∑
i=1

O2
i −

(
n∑

i=1

Oi

)2
 ·

n
n∑

i=1

P 2
i −

(
n∑

i=1

Pi

)2


(9)

where Pi and Oi are the experimental and forecast values, respectively, and n is the total
number of test data.
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3. Results and Discussion.

3.1. Dataset descriptions. These work simulations use four datasets publicly available
from the UCI machine learning repository. All of the datasets belong to regression data
and have different total instances and features. The description of each dataset could be
found in Table 1.

Table 1. Dataset descriptions

No Dataset Instance Feature Year
1 Wisconsin Breast Cancer Database Dataset [22,33] 699 10 1991
2 Forest Fire Dataset [34] 517 13 2008
3 Wine Quality Dataset [35] 4898 12 2009
4 Bike Sharing Dataset [36] 17379 15 2013

Table 1 shows a dataset that belongs to regression data and uses in this experiment.
We use the Wisconsin Breast Cancer Dataset which publishes in 1991 with 699 instances
and 10 features, Forest Fire Dataset in 2008 with 517 instances and 13 features, Wine
Quality Dataset in 2009 with 4898 instances and 12 features, Bike Sharing Dataset in
2013 with 17379 instances and 15 features. Furthermore, the important measure for each
variable and dataset by RF could be seen in Figure 2 and Figure 3.

Figure 2. The important measure for each variable of Wisconsin Breast
Cancer Database Dataset and Forest Fire Dataset according to %IncMSE
and IncNodePurity

Figure 2 shows the variables sorted decreasingly by the two important measures %In-
cMSE and IncNodePurity for Wisconsin Breast Cancer Database Dataset and Forest Fire
Dataset. Both of these measures are as assigned by the RF. The ranking for Wisconsin
Breast Cancer Database Dataset according to %IncMSE is the following: The Bare Nu-
clei (bare) is the most important variable followed by Uniformity of Cell Size (cell.Size),
Uniformity of Cell Shape (cell.Shape) and Clump Thickness (clump). Following Bland
Chromatin (bland), Normal Nucleoli (normal), and Marginal Adhesion (marginal), pa-
rameter tuning of functions uses a grid search. We will use this rank based on %IncMSE
to improve predictive performance. An overview could be seen in [14]. Figure 2 also
describes important features for Forest Fire Dataset according to %IncMSE and IncN-
odePurity. The most important variable of this dataset is wind speed in km/h: 0.40 to
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9.40 (wind) followed by temperature in Celsius degrees: 2.2 to 33.30 (temp), DC index
from the FWI system: 7.9 to 860.6 (DC) and FFMC index from the FWI system: 18.7 to
96.20 (FFMC), next, DMC index from the FWI system: 1.1 to 291.3 (DMC) and month
of the year: “Jan.” to “Dec.” 1 to 12 (month).

Figure 3 explains the important measure for each variable of Wine Quality Dataset and
Bike Sharing Dataset according to%IncMSE and IncNodePurity. The most important fea-
ture of Wine Quality Dataset is (volatile.acidity) followed by (alcohol), (free.sulfur.dioxi-
de), (pH), (residual.sugar) and (chlorides). Figure 3 also shows important features Bike
Sharing Dataset based on %IncMSE ranking. The most important feature is count of
registered users (registered) followed by year (0: 2011, 1: 2012) (yr), count of casual users
(casual), hour (0 to 23) (hr), working day: if day is neither weekend nor holiday is 1,
otherwise is 0. The feature of atemp is the normalized feeling temperature in Celsius.
The values are divided to 50 (max) (atemp) and day of the week (weekday).

Figure 3. The important measure for each variable of Wine Quality
Dataset and Bike Sharing Dataset according to %IncMSE and IncNodePu-
rity

3.2. Experiment result. A series of experiments has been conducted. After selecting
the important features with RF, we use these selected features for the SVM model. The
number of trees we have worked with in the use of RF is 500. The kernel function is
RBF kernel with SVM algorithm parameters type is eps-regression. We use cost value
0.001, 0.01, 0.1, 1, 5, 10, 50 and simulate results under gamma = 0.0001, 0.001, 0.01, 0.1,
1, 5, 10 for each dataset. Our model uses tune.svm() to know which parameter values
for gamma and cost are the best and use for tuning. The tuning of the SVM model can
be performed as the technique provides flexibility with respect to maximum error and
penalty cost. Tuning the model is extremely important as it optimizes the parameters for
the best prediction. Evaluation result for each experiment with different dataset could be
seen in Tables 2, 3, 4, 5, and Figure 4.

Table 2 describes the evaluation of the regression method Wisconsin Cancer Dataset.
The total number of features of this dataset is 10 and it has 699 instances. Furthermore,
as a result, our proposed model has a better value of RMSE and r compared to other
methods. The combination of RF, SVM, and tune SVM regression could minimize the
RMSE value from 0.2785093 to 0.2310327 and the r value increases from 0.9076668 to
0.9363616 with 6 features.
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Table 2. Evaluation of regression method in Wisconsin Cancer Dataset

Method RMSE r Features
SVM 0.2785093 0.9076668 10

RF+SVM 0.2613756 0.9179706 6
RF+SVM+tune SVM Regression 0.2310327 0.9363616 6

Table 3. Evaluation of regression method in Forest Fire Dataset

Method RMSE r Features
SVM 30.0832 0.01147437 12

RF+SVM 29.87215 0.017500154 6
RF+SVM+tune SVM Regression 20.42034 0.6706681 6

Table 4. Evaluation of regression method in Wine Quality Dataset

Method RMSE r Features
SVM 0.6104656 0.5343693 11

RF+SVM 0.6049379 0.5403586 6
RF+SVM+tune SVM Regression 0.4909776 0.6974942 6

Table 5. Evaluation of regression method in Bike Sharing Dataset

Method RMSE r Features
SVM 10.84292 0.9967097 15

RF+SVM 8.74268 0.997732 7
RF+SVM+tune SVM Regression 4.813466 0.999314 7

The next experiment uses the Forest Fire Dataset, and the result could be seen in Table
3. Moreover, our proposed model has a better effect than the other methods. RMSE value
decreases and r value increases with 6 features.
Table 4 describes the evaluation of the regression method of the Wine Quality Dataset.

The best RMSE value is 0.4909776 and r value is 0.6974942 with 6 features.
Evaluation of the regression method Bike Sharing Dataset could be found in Table 5.

As a result, our proposed model has the highest r value 0.999314 and the smallest RMSE
value 4.813466 with 7 features compared than other methods.
In general, a lower RMSE is better than a higher one. In the other hand for r value, the

higher is better. If the r value 1, it is indicated that the regression predictions perfectly
fit the data. The finding of this study clearly shows that the trend of RMSE value is
decreasing and r value increases in every experiment for all datasets. We could see this
result in Figure 4. Based on our evaluation result, our proposed model has a better result
compared to other methods in each dataset. We conclude that the RF method is robust
to select the important features and the performance of SVM method will be powerful in
small size of data. We could see in all experiments that when we use limited features, we
could minimize RMSE value and maximize r value.

4. Conclusions. Based on the evaluation of regression method on Tables 2, 3, 4, and 5,
our proposed model, the combination of RF, SVM, and tune SVM regression can reduce
the RMSE value and increase the r value. For instance, in Table 4 we could see RMSE
value for the Wine Quality Dataset decreases from 0.6104656 to 0.4909776 and r value
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Figure 4. Evaluation of the regression method

rises from 0.5343693 to 0.6974942 with 6 features. From Figure 4 we could conclude
that the trend of RMSE value decreases and r value increases in every experiment for
all datasets. It indicates that the regression predictions perfectly fit the data. Moreover,
we use the Random Forest for important feature selection. The important measure for
each variable of each dataset according to %IncMSE and IncNodePurity could be seen in
Figure 2 and Figure 3. In this work, we prove that it is essential to select the important
features to improve the performance of the model. With the limited features, we could
have a good value of RMSE and r. Furthermore, SVM has some parameters that have
to be tuned to gain better performance. The use of tune.svm() method effectively makes
the performance better than other methods and this method is useful for the small size of
data. For example, this tuning method could reduce the RMSE from 8.74268 to 4.813466
in Table 5. Tuning the model is extremely important as it optimizes the parameters for the
best prediction. The simulation experimental results prove the feasibility and accuracy
of the proposed algorithm. The smart combination prediction algorithm is a significant
issue nowadays, and this combination algorithm proposed in the paper can also be applied
to other fields. The comparison of a more different model, kernel, method, dataset and
affection factors can be considered in the future work.
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