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Abstract. Recommendation systems provide a solution to tackle information overload
problem. These systems have several limitations, one of which is cold-start users. In this
article, a new method is proposed to overcome the cold-start user problem. The main
idea of this study is to apply a clustering technique using trust relations and rating in-
formation to compute the weights. First, the implicit relations are determined, and then
the similarity is computed for each pair of explicit and implicit relations. Second, con-
fidence values are determined through an information rating by dividing the number of
common items for each pair of users by the number of items that have been rated by the
first user of this pair. Furthermore, the similarity and confidence values are integrated to
produce weight values, and then the distance values are inferred. Additionally, the parti-
tioning around medoids clustering algorithm is adopted to cluster the users into groups
according to their computed distances. Moreover, the Singular Value Decomposition Plus
(SVD++) method is employed for each cluster to predict the items for cold-start users.
Eventually, the proposed method is evaluated with two real-world datasets. The results
reveal that the proposed method outperforms the state-of-the-art trust methods in terms
of prediction accuracy.
Keywords: Recommendation systems, Cold-start users, Clustering, SVD++, PAM,
Social relations

1. Introduction. With the growing utilization of E-commerce, huge amounts of infor-
mation are available online, which leads to information overload. Therefore, finding pref-
erence items among massive choices is a really hard job. Recommendation Systems (RSs)
are a successful solution to overcome this problem. RSs provide sets of helpful items that
are similar to users’ tastes. Basically, RSs face some challenges that affect prediction
accuracy. One of the most common challenges is the cold-start problem which includes
cold-start users and cold-start items. A cold-start item is a new item that has been in-
troduced to a system. It is hard to predict the customer preference for this item, or the
item will be at the end of the prediction list due to the lack of feedback given on this item
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(still new). Likewise, the cold-start user problem occurs when a new user registers in the
system or when a user has few ratings (less than a threshold) [1]. The main factor of the
prediction process is users’ ratings and an RS utilizes this factor to compute the similarity
among users and produce a set of items for the targeted user. However, when the rating
history is poor, it is exhausting to compute the similarity, and thus the performance of
the prediction is negatively affected. Recently, the cold-start user problem has attracted
many researchers to alleviate such limitations.
Collaborative Filtering (CF) is one of the most common types of RS. It has two versions:

memory-based and model-based [2]. In the memory-based method, the RS exploits users’
feedback ratings to compute the similarity among users/items. Whereas in the model-
based method, the users’ behavioral patterns are adopted to predict a list of items for them
using data mining methods and machine learning techniques such as Matrix Factorization
(MF) methods and clustering [3,4]. MF is a prevalent technique that has been used in
many studies. The size of the rating matrix can be reduced to a small dimension by
finding the best latent feature of the user-item matrix [5]. Several methods have been
applied in MF techniques such as Singular Value Decomposition (SVD) [6], Probabilistic
MF [7], and SVD++ [8]. In addition, clustering techniques are utilized also to enhance
the performance of CF model-based approach [3]. Clustering means distributing users
into groups/clusters according to the distances among them. An RS can exploit this
technique by recommending items that were rated by users of a particular cluster to
which the targeted user belongs. Various clustering approaches have been adopted in the
literature such as the k-means [9,10], Partitioning Around Medoids (PAM) [11], the Fuzzy
C-means [12], and hierarchical clustering [13].
All studies aim to improve the prediction accuracy. To achieve this goal, many types

of information have been exploited to boost predictions such as demographic information
and social relations. Demographic information refers to the information of users that
is collected during their registration. By exploiting this information, the system can
conclude the user’s tastes even for a cold-start user. Although demographic information
provides a good solution to alleviate the cold-start problem, it is not always available in
the data. Another aspect is social relations, which provide substantial information. They
include explicit and implicit relations.
Many studies have employed this source to mitigate RSs problems [2,11-16]. Some

studies used rating information to create user communities, whereas others used social
information to establish the communities. The problem is determining the influence node
(user) to be the center of a cluster that has a greater number of connections with other
users in a community. In [11], they adopted explicit and implicit relations and used a
clustering technique to find the influential nodes in each cluster. The top-n influential
nodes were then ranked to serve cold-start users. The authors included implicit relations
by using a transitive technique. However, they proposed that all relations between users
have similar weights, and they applied the PAM clustering technique based on social re-
lations only. Moreover, in that study [11] along with the previous limitation, the authors
followed a traditional technique to find clusters’ centers that depends on the closest dis-
tance between the nodes only. In [16], the authors integrated the MF technique with
social trust information to mitigate the cold-start user problem.
Although the previous studies [11] and [16] alleviated the cold-start user problem by

exploiting social relations along with rating values, they neglected confidence values which
are an essential source of information that can reduce the intensity of the cold-start user
problem. Some datasets like FilmTrust have a towering deficiency in terms of social re-
lations; thus, applying a clustering process using such relations only will not be sufficient
and it will disregard many users as outliers. Accordingly, in this article, a hybrid method
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that integrates the SVD++ method and PAM clustering technique is proposed to over-
come the above problems and alleviate the impact of the cold-start user problem. The
clustering is done not only by using social relations, but also by employing confidence
values that can be extracted via users’ ratings. These values can provide two advantages.
First, social relations sparseness limitation is overcome by integrating social relations and
confidence values. Second, confidence values are utilized to create weight values between
each pair of users so the limitation of considering all users have the same weights is sur-
mounted. The PAM algorithm is employed for the intent to exploit users’ attributes that
can be withdrawn through users’ ratings and social information to group them afterward
into several clusters; subsequently, cold-start users will be determined in each cluster.
Finally, the SVD++ method is applied to predict items. The contributions of this paper
can be summarized as follows.

I. The weight of each node is computed by incorporating social relations and confidence
values.

II. The selection of the medoid node in each cluster is determined based on the node
density in terms of relationships and distance from the center.

III. The PAM and SVD++ methods are integrated into one model.
IV. The proposed model is evaluated using two real-world standard datasets and the

results are compared with those of the state-of-the-art approaches.

The rest of this article includes the following. The SVD++ method, PAM algorithm,
extraction of social relations, confidence values, and the proposed method are demon-
strated in Section 2. Section 3 is dedicated to exhibiting the preparing for evaluation.
The results and discussions are illustrated in Section 4. Finally, the concluding points are
given in the last section of this study.

2. Methods. In this study, two main sources are employed to produce the proposed
model: social relations and users’ ratings. First, the clustering technique is adopted to
group users according to their relations and ratings. Second, the SVD++ method utilized
users’ rating explicit and implicit feedback to compute the missing predictions for cold-
start users in each cluster. The following subsection demonstrates the methods of SVD++
and PAM in Sections 2.1 and 2.2 respectively. Moreover, the social relations that involve
explicit and implicit relations are explained in Section 2.3. Extraction confidence values
are illustrated in Section 2.4. Ultimately, the proposed method that employs all data
sources is well-illustrated in Section 2.5.

2.1. Singular Value Decomposition Plus (SVD++). SVD++ was produced by [8].
It is an expansion of the SVD method. The implicit rating information is the data that is
considered in SVD++. Recently, many studies have employed this approach [17,18] due
to its ability to enhance accuracy. The main idea of this method is reducing the amount
of rating information (user-item matrix), where the new user matrix and the new item
matrix are derived by detecting the latent features from the user-item matrix. Then the
prediction value is computed as follows:

ru,i = µ+ bu + bi + qi
t

(
pu +

1√
|Ru|

∑
j∈Ru

yj

)
(1)

bi =

(∑
u∈R(i) ru,i − µ

)
λ1 + |Ri|

(2)
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bu =

(∑
u∈R(u) ru,i − µ− bi

)
λ2 + |Ru|

(3)

∑
j∈Ru

yj =

∑
j∈R(u) I(ru,j > 0)

|Ru|
(4)

where µ is the mean value of all the entire ratings; and bu and bi are the observed deviations
from the µ of user u and item i respectively. pu and qi indicate latent factor vectors of the
user u and the item i respectively. |Ru| is the number of users who rated a specific item,
and |Ri| is the number of items that were rated by a set of users, while yi is the latent
influence vector of users’ ratings; also, it is called an implicit feedback set. If ru,i > 0,
I(ru,j > 0) is one, otherwise it is 0. λ1 and λ2 are two regularization parameters. In this
study, the SVD++ method is adopted in each cluster to predict items for cold-start users.

2.2. Partitioning Around Medoids (PAM) algorithm. The clustering technique in
a recommendation system is a process that distributes the users of a given dataset into
many groups according to the distances between them. In other words, users similar in
terms of ratings, relations or any other features are gathered together in one community.
Subsequently, items that interest a particular cluster are recommended to a user who
belongs to that cluster. Many methods such as the k-means, fuzzy clustering, and PAM
[12,19] have been used to implement clustering. In this study, the PAM algorithm is
adopted. PAM is a conventional partitioning clustering algorithm based on the k-medoids
technique. A medoid or a center is an object of a particular cluster where the distance
between each object and the selected medoid is the minimum. The k-medoid is more
powerfully-built than the k-means as the former is less sensitive to outliers and noise than
the latter.

Algorithm 1: PAM
1- Select k medoids randomly, where k < n, and n is the number of nodes in the whole

dataset. Each medoid indicates the center of a cluster.
2- Apply the distance measure (the Euclidean distance, the Manhattan distance, or

any other distance method) to finding the distance (cost) between each point and
the selected medoids.

3- Assign each node to the closest medoid.
4- Compute the total cost of all nodes.
5- Select a new medoid from the non-medoid objects randomly.
6- Compute the new cost (cost2) using the similarity measure.
7- Difference = cost2 − cost1
8- If the difference < 0, swap the new medoid with the old one.
9- Repeat steps 2-8 until the medoids do not change anymore.

2.3. Extraction of social relations. Social relations are usually used in RS to alleviate
the sparsity and cold-start problems and improve the accuracy of similarities between
users [20]. In this study, the similarity values are utilized to cluster users into a set of
communities on the basis of social relations between them. In other words, if two users
(trustors) have a similar set of trustees, there is a high likelihood that both users have
similar tastes, and they will be consequently in the same community. Additionally, social
relations involve two types: explicit and implicit. Therefore, in this study, both types
are adopted to group users on the basis of their relations, and the following subsections
demonstrate the extraction process of these types.
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2.3.1. Extraction of explicit social relations. Explicit relations are obtained directly from
a dataset. Usually, these data include two columns: trustor and trustee. Based on these
columns, a binary user-user matrix is created: trustor users are the rows, and trustee
users are the columns. The one values are placed when there are interactions between
trustor and trustee users; otherwise place zero. However, explicit relations are few and
counting on these relations to compute the common features among users will lead to the
exclusion of the majority of them from the process. Subsequently, the clustering process
gives inaccurate results, since most users remain out of clusters as outliers. Therefore,
implicit relations are extracted and added to explicit ones to increase the relations among
users.

2.3.2. Extraction of implicit social relations. Implicit social relations are a substantial
source used to enrich social networks with more information. These relations can be con-
cluded based on explicit relations. Several properties are dedicated to developing implicit
trust relations such as asymmetry, transitivity, dynamicity, and context-dependence. In
this study, the transitivity technique is followed to extract implicit trust relations. For
example, assume that user a trusts user b, and user b trusts user c, then undoubtedly
there is a high likelihood of establishing a new relationship (implicit relation) between a
and c.

Implicit social relations are added to the binary user-user matrix that was created
when we collected explicit social relations. Like explicit relations, if there is an implicit
relationship between a particular pair of users the one value is placed, or zero otherwise.
After implicit and explicit trust relations are attained, the similarity value between each
pair of the explicit and/or implicit user is computed. The Jaccard binary measure is
employed to compute the similarity by using Equation (5).

simu,v =
x

x+ y + z
(5)

where x is the number of common trusted users between users u and v. Whereas y
indicates the number of trusted users for user u only, and z refers to the number of
trusted users for user v only.

2.4. Confidence values. Although much information can be extracted from the social
network by applying the transitive technique, some datasets like FilmTrust have poor
data in terms of social relations, namely: 1,358 explicit relations and 73,057 implicit ones.
Clustering users on the basis of explicit and implicit social relations leads to ignoring
many users as outliers. Thus, more sources are required to include more users in the
clustering technique. So, rating information is employed to compute confidence values or
trust statements between each pair of users as follows:

Tu,v = Au,v/Au (6)

Au,v is the number of common items that were rated by users u and v, and Au denotes
the number of items rated by user u.

Then, the adjusted weight values can be computed by integrating the similarity and
confidence values as follows:

wu,v =



simu,v + Tu,v

2
, simu,v ̸= 0, and Tu,v ̸= 0

simu,v, simu,v ̸= 0, and Tu,v = 0

Tu,v, Tu,v ̸= 0, and simu,v = 0

0, otherwise

(7)
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As presented, simu,v denotes the similarity between users u and v, which is computed
using Equation (5). Tu,v is the confidence value between users u and v and it is computed
by Equation (6). Weight values are calculated using Equation (7). In this equation,
social relations and confidence values are integrated for each pair of users. If a pair of
users has a similarity value of social relations and confidence value, the first option of
Equation (7) implements. While if it has a similarity value only, the weight value assigns
the similarity value. Whereas if the pair has trust value only, the weight assigns the trust
value. Finally, if there is neither a trust value nor a similarity value, the weight will
be zero. After obtaining weight values, the clustering technique can be implemented to
distribute users into several clusters according to the computed weight values.

2.5. Implementation of the proposed method. In this study, the datasets are divid-
ed into two parts: training and testing according to a threshold that determines cold-start
users for the testing phase and non-cold-start users for the training phase. Two main
sources are employed in the proposed model: social relations and users’ ratings. First,
the social relations and ratings of non-cold-start users are exploited to compute the sim-
ilarity and confidence values respectively. Then, the PAM clustering method is adopted
to group users into several communities. Second, again users’ ratings are utilized, which
include explicit and implicit feedback, to compute the missing predictions for cold-start
users in each cluster. Figure 1 shows the details of the proposed method.

Figure 1. Overview of the proposed model
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The following steps explain the proposed method.
Step 1: The dataset is divided based on the rating value of each user into two phases.

If the rating value exceeds a threshold, the user is considered a non-cold-start user, and
his rating is used in the training phase; otherwise, he is assigned as a cold-start user in
the testing phase.

Step 2: In the training phase, a binary user-user matrix is created to represent explicit
and implicit social relations. If there is a relation between two users, one value is placed;
otherwise it is zero.

Step 3: The similarity of explicit and implicit social relations is computed using Equa-
tion (5).

Step 4: To decrease clusters’ outliers, rating information is employed to compute
confidence values among each pair of users by using Equation (6). A new user-user
matrix is created for the confidence values.

Step 5: The confidence values and similarity values are incorporated to compute weight
values by using Equation (7).

Step 6: After acquiring the weights, the distances are calculated by subtracting the
weight values from one. Then, the PAM clustering algorithm is adopted to cluster the
users according to the computed distances. The value of k (the number of clusters) is
determined by trial and error. The MAE and RMSE metrics are computed for different
k values, then k value is selected depending on the best result among these metrics.
Moreover, two conditions are dedicated to determining the medoids in the PAM algorithm.
First, the condition uses the greatest number of relations of the object to be a medoid.
While the second condition finds the minimum distance between the medoid and the
objects on a particular cluster. The output of this step is users’ clusters.

Step 7: The stochastic gradient descent method is utilized to optimize the result of
the SVD++ method by using the following Equations (9)-(13), which are applied to tune
the values of pu, qi, yj, bu, and bi respectively.

Step 8: In the testing phase, the SVD++ method is implemented in each cluster
to compute the predictions for cold-start users through Equation (1). After applying
SVD++ on each cluster, an average is calculated to attain the final outcome.

Step 9: The evaluation process is done by comparing the computed prediction values
with the actual values in the dataset.

In the training phase, the prediction value is computed by utilizing the values of pu,
qi, yj, bu, and bi factors, then it is compared with the actual rating value to compute the
difference (regularization error) between them. Additionally, stochastic gradient descent
is a well-known optimization method, which is applied for several loops to reduce the
regularization error and update the values of the aforementioned factors. Consequently,
the prediction value will be too close to the actual rating. After tuning the values of these
factors, they can be utilized in the testing phase to predict items for cold-start users.

According to the stochastic gradient descent method, there is a rule that should be
followed to update the factors. These rules depend on some parameters, such as learning
rate value (γ), the regularization error (E), constant value to avoid overfitting (λ), and
the old values of the factors. In Equation (8), the regularization error (E) is computed in
each loop, then it is used in Equations (9)-(13) to update and tune the values of pu, qi, yj,
bu, and bi respectively. Equations (9) and (10) are used to update pu and qi latent factor
vectors respectively. Equation (11) is used to update the implicit feedback set, which is
represented by yj. Finally, Equations (12) and (13) are adopted to update the observed
deviations values of user u and item i respectively.
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E =
∑

(u,i)∈m

(
rui − µ− bu − bi − qi

t

(
pu +

1√
|Ru|

∑
j∈Ru

yi

))2

+λ
(
bi

2 + bu
2 + ∥pu∥2 + ∥qi∥2 + ∥yj∥2

)
(8)

pu = pu + γ (Eqi − λpu) (9)

qi = qi + γ

(
E

(
pu +

1√
|Ru|

∑
j∈Ru

yi

)
− λqi

)
(10)

yj = yj + γ

(
E

(
qi√
|Ru|

)
− λyj

)
(11)

bu = bu + γ(E − λbu) (12)

bi = bi + γ(E − λbi) (13)

E is the regularization error value, λ > 0 is utilized to set the degree of the constraint
used to avoid over-fitting, γ is the learning rate, and ∥x∥ denotes the Frobenius norm.

3. Experimental Setting. The proposed model is applied to real-world datasets that
are widely used in recommendation systems, namely, Ciao and FilmTrust. Both datasets
have rating and trust relationship files. Ciao is a general item dataset that is comprised
of 7,375 users and 99,746 items, and the rating scale is 1-5 [21]. Due to the memory
consumption, each item with less than 2 ratings is removed, and thus there are 22,229
remaining items. FilmTrust is a film website, it involves 1,508 users and 2,071 items. The
rating scale of this dataset includes 8 levels from 0.5-4 with a step size of 0.5 [22], where
0.5 indicates the lowest preference, 4 implies the highest preference for an item rated by
a particular user. Table 1 shows the details of the datasets.

Table 1. Statistics of the FilmTrust and Ciao

Dataset FilmTrust Ciao
# users 1,508 6,767
# items 2,071 22,229
# ratings 35,494 185,759
%Density 1.14 0.0012

# explicit relations 1,853 111,780
# implicit relations 73,057 54,056,070

Regarding the evaluation metrics we evaluated our experimental results by using sta-
tistical accuracy metrics, and we assessed the performance by comparing the predicted
value with the actual user rating in a dataset. The Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE) are widely used metrics to compute the prediction accuracy.
The ideal result is zero which presents high accuracy for both metrics.

MAE =
1

N

N∑
i=1

|ru,i − r̄u,i| (14)

RMSE =

√√√√ 1

N

N∑
i=1

(ru,i − r̄u,i)
2 (15)

where, N is the total number of predictions, ru,i is the actual value of the dataset for item
i that was given by user u, and r̄u,i is the result of the prediction system.
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Additionally, the implementation of this study depends on setting some parameters to
achieve the best results. The parameters values vary from dataset to another according
to the density ratio, the distribution of ratings among users, and the applied method.
These parameters are determined by trial and error for all of them except d value, which
is selected by state-of-the-art studies. These parameters are shown in Table 2.

Table 2. Parameter setup

Dataset Ciao FilmTrust
γ 0.01 0.07
λ 0.01 0.2

λ1 and λ2 4 20, 15
d 5, 10 5, 10

Number of iterations 5 5

4. Results and Discussions. The proposed method is evaluated through four imple-
mentations that are shown in the following subsections. The next subsection is dedicated
to finding the best cluster of users for both datasets. The second subsection includes the
comparison between the results of the proposed method with the results of the state-of-
the-art methods in terms of accuracy. While the third implementation demonstrates the
impact of utilizing implicit relations. Finally, the last subsection shows the impact of
using confidence values. Additionally, the proposed method is evaluated by comparing
its results with those of several state-of-the-art approaches, including RSTE [4], socialMF
[23], SocialRec [24], and TrustSVD [15]. Moreover, the proposed method is compared
with two recent studies including Trust ANLF [16] and RTARS [25] in terms of MAE
and RMSE. The benchmarks were achieved with the aforementioned studies under the
same conditions, which include the number of users, latent dimension values, and the
number of iterations. The test was conducted for cold-start users. In this study, users
were considered to be cold-start ones if they have less than 5 item ratings.

4.1. Determining the best cluster. Tables 3 and 4 show the results of the MAE and
RMSE for different numbers of clusters. For example, 7 clusters mean that the users were
distributed into 7 groups according to the distance between a user and the center of these
clusters. As shown in Table 3, for the Ciao dataset, the results of the MAE and RMSE
vary depending on the number of clusters, the number of normal users (non-cold-start
users), and the number of cold-start users in each cluster. The best result of the MAE
is 0.7126, and that of the RMSE is 0.9221 when the number of clusters is 15. The same
scenario can be seen in Table 4, but the best results are produced when the number of
clusters is 7 for both metrics.

Table 3. Accuracy results of various numbers of clusters for Ciao

No. of clusters MAE RMSE
5 0.7268 0.9333
7 0.7200 0.9259
9 0.7186 0.9346
11 0.7213 0.9312
13 0.7278 0.9258
15 0.7126 0.9221
17 0.7475 0.9614
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Table 4. Accuracy results of various numbers of clusters for FilmTrust

No. of clusters MAE RMSE
5 0.6273 0.7797
7 0.5960 0.7706
9 0.6055 0.7915
11 0.6151 0.8107
13 0.6188 0.8126
15 0.6358 0.8206
17 0.6574 0.8383

4.2. Benchmarking with previous studies. Using social information only does not
achieve good results, especially for datasets that have few social relations such as
FilmTrust. Accordingly, this study overcame this limitation by utilizing confidence values
along with social relations to reduce the sparsity to a reasonable level and decrease the
outliers (users) during the clustering process by assigning them to clusters based on their
social relations and confidence values. Additionally, to conduct an efficient evaluation, the
comparison used trust-based methods that also exploited the social relations and some
of them used rating information as well. The proposed method is also compared with
the SVD++ method. Tables 5 and 6 report the results of the MAE and RMSE for two
latent factor values of (d) 5 and 10. The evaluation results are given for the Ciao and
FilmTrust datasets. The best results are displayed by using Boldface and (*) indicates the
second-best results. The results revealed that extra sources, such as social relations and
confidence values have an obvious role to improve prediction accuracy. With the excep-
tion of RSTE, all studies that used social relations outperformed the SVD++ method in
terms of MAE and RMSE. This fact demonstrates that social relations and users’ ratings
provide substantial sources to boost prediction accuracy especially with cold-start users
who have poor rating history. It is better than working with users’ ratings as the sole
source of information.

Table 5. Performance comparison for cold-start users for Ciao. Boldface
implies best results and (*) indicates the second-best results.

Metrics SVD++ RSTE SocialRec
Trust
SVD

Trust
ANLF

Proposed
model

d = 5
MAE 0.759 0.957 0.789 0.729* − 0.7144
RMSE 1.039 1.113 0.998 0.953* − 0.9226

d = 10
MAE 0.749 0.803 0.730 0.721 0.716* 0.7126
RMSE 1.020 1.014 1.031 0.962 0.928* 0.9221

Table 6. Performance comparison for cold-start users for FilmTrust.
Boldface implies best results and (*) indicates the second-best results.

Metrics SVD++ RSTE SocialRec
Trust
SVD

Trust
ANLF

RTARS
Proposed
model

d = 5
MAE 0.677 0.680 0.670 0.661 − 0.599* 0.5958
RMSE 0.897 0.884 0.857 0.853 − 0.774* 0.7703

d = 10
MAE 0.680 0.674 0.668 0.663 0.607 0.599* 0.596
RMSE 0.905 0.900 0.897 0.853 0.784 0.774* 0.7706
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Equally important, as exhibited in Table 5, our method achieved the best results.
The MAE is improved by approximately 0.47% and the RMSE is improved by approxi-
mately 0.64%, when (d) is 10 on the Ciao dataset compared with the second-best results
(TrustANLF). Likewise, in Table 6, the proposed method outperforms the other studies in
all cases. For instance, the closest results to our model are given by RTARS, the proposed
method is obviously superior. The results are approximately 0.50% and 0.44% in terms
of the MAE and RMSE respectively when d is 10 in FilmTrust. A similar improvement
can be seen when (d) equals 5 on the same dataset. The improvement is 53% for MAE
and 48% for RMSE. Hence, for users who have few ratings, extra sources of information
are needed to predict their preferences. Therefore, social relations with confidence values
provide a perfect choice for recommendation systems to serve this kind of users.

4.3. The impact of implicit social relations. Figure 2 shows the impact of utilizing
implicit relationships. This figure displays 10% of the relations using the Gephi software.
As shown in this figure, the number of users increases when including implicit relations.
For example, Figure 2(a) indicates the explicit relations only for the Ciao dataset, which
has 111,780 relations. Figure 2(b), on the other hand, depicts the explicit-implicit re-
lations for the same dataset, which has 54,056,070 relations. As seen in both figures,
there are significantly more relations among users in Figure 2(b). This fact demonstrates
that the information that can be extracted using explicit-implicit relations is more than
the information extracted via explicit relations only. This information can include more
users, especially cold-start ones since the opportunity to serve them by exploiting explicit-
implicit relations is higher than when using explicit relations only. Furthermore, if the
clusters are established using explicit relations only, most users will be considered outliers

Figure 2. The impact of adding implicit relations. Figures (a) and (c) are
explicit relations only for Ciao and FilmTrust respectively. Figures (b) and
(d) are explicit-implicit relations for the same dataset.
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and are not assigned to any cluster. Therefore, many cold-start users are not serviced.
Consequently, implicit relations provide an excellent option to enrich the relations and
can contribute to clustering the users more efficiently. Similarly, Figures 2(c) and 2(d)
show the explicit and explicit-implicit relations respectively for the FilmTrust dataset. In
these figures, the relations are also increased by adding implicit relations. Whereas the
number of explicit relations is 1,853, the number of explicit-implicit relations is 73,057.

4.4. The impact of using confidence values. Tables 7 and 8 display the results of
MAE and RMSE for different cluster numbers. Two views are displayed in these tables
with and without confidence values. In other words, the first view reports the results by
combining social relations with confidence values. The second view depicts the results
via social relations only. As seen in both tables, the clustering with confidence values
outperformed that without confidence values. Two criteria are utilized to check the impact
of using confidence values. They are the accuracy metrics (MAE and RMSE) and the
number of users in each cluster. Regarding the number of users, it is obvious that the
clustering with confidence values includes more users than that without confidence values.
For example, in Table 8, there is a big gap between clustering with confidence and without
confidence. The maximum number of users in the clustering without confidence values
is 62 when the number of the clusters is 15. On the other hand, in the clustering with
confidence values, the number of users is 330 with the same number of clusters. Thus, 268
users remain out of the clustering process as outliers. Table 8 displays the results of the
FilmTrust dataset. In this dataset, there are few social relations among users, namely:
1,853 explicit relations and 73,057 implicit ones. So, in the clustering process, relying

Table 7. The clustering results with and without confidence values, for
Ciao dataset

With confidence values Without confidence values
No. of
clusters

MAE RMSE
No. cold-start

users
MAE RMSE

No. cold-start
users

5 0.7268 0.9333 724 0.7197 0.9345 626
7 0.7200 0.9259 740 0.7255 0.9407 590
9 0.7186 0.9346 742 0.7559 0.9589 739
11 0.7213 0.9312 744 0.7194 0.9561 741
13 0.7278 0.9258 745 0.7238 0.957 741
15 0.7126 0.9221 749 0.7202 0.9417 732
17 0.7475 0.9614 746 0.7142 0.9324 651

Table 8. The clustering results with and without confidence values, for
FilmTrust dataset

With confidence values Without confidence values
No. of
clusters

MAE RMSE
No. cold-start

users
MAE RMSE

No. cold-start
users

5 0.6273 0.7797 285 0.6736 0.8634 53
7 0.5960 0.7706 302 0.6364 0.7870 55
9 0.6055 0.7915 321 0.6641 0.8819 59
11 0.6151 0.8107 327 0.5986 0.7798 58
13 0.6188 0.8126 328 0.7175 0.9136 56
15 0.6358 0.8206 330 0.6941 0.8905 62
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on social relations (without confidence values) leaves most users out of the clustering as
outliers. In contrast, Table 7 shows the results of the Ciao dataset. A small difference in
the number of users can be seen between clustering with confidence and clustering without
confidence values. As the Ciao dataset has a huge number of social relations among users,
namely: 11,780 for explicit relations and 54,056,070 for implicit once; thus, confidence
adds a small number of relations. Consequently, the difference between confidence and
without confidence is small. For example, the difference is 17 users when the number
of clusters is 15. Regarding the second criterion, the accuracy of the results is affected
positively by adding more users. Thus, the results with confidence outperformed the
results that do not use confidence values.

In summary, the relations among users can be represented using social relations or con-
fidence values. Integrating both types leads to increasing relations between users. Hence
more users can be involved in the clustering process. Thus, the clustering is implemented
more accurately and more users will be served.

5. Conclusions. The cold-start problem is very common in recommendation systems.
It is considered a special case of the sparsity problem, where cold-start users are those
who have few ratings (less than a threshold). In this paper, a new hybrid method was
proposed to alleviate this problem. The proposed method exploited social trust relations
by computing the similarity between each pair of explicit and implicit trust relations
users. It also employed the users’ ratings by calculating the confidence values between
each pair of users. Then, the users are clustered into groups according to their distances
from the medoid of the cluster. Moreover, the SVD++ method is applied for each cluster
to predict items for cold-start users. In addition, the results of this study revealed that
grouping users with similar attributes into one cluster rather than distributing them over
the whole dataset is a suitable option to reduce the cold-start user problem and increase
the prediction accuracy. Furthermore, the results showed that trust relations provide
vital information that can be utilized to cluster users on the basis of their social relations,
especially when adding implicit relations as an extra source. However, some users have
few social relations. Thus, if the clustering is done using social relations only, it leads to
disregarding many users, who will remain out of clusters. Therefore, confidence values
provide an additional source of information to boost the clustering process. They allow
more users to be included in the clusters, which will subsequently reduce the number of
outliers, thereby helping the cold-start users. The experimental results demonstrated that
the proposed method enhanced the prediction accuracy and surpassed the state-of-the-art
methods in all cases. In a further study, a different similarity measure can be utilized to
promote the clustering accuracy. A further issue is that, during the clustering process,
determining the number of cold-start users in each cluster can enhance the results, in cases
where the number of cold-start users is less than that of non-cold-start users. Eventually,
the proposed model can be developed by applying it to the cold-start item problem.
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