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Abstract. In recent years, finite-control-set model predictive control (FCS-MPC) has
been widely investigated in motor control, which is featured with fast dynamic response,
great current control performance, and the ability of handling several kinds of constraints.
In this paper, FCS-MPC of permanent magnet synchronous motors (PMSMs) is studied.
The traditional one-step FCS-MPC approach is usually considered for the current control
of PMSMs. However, large speed fluctuations and high current harmonics are observed.
Although better control performance can be achieved by employing multi-step FCS-MPC
strategies, the computational burden is usually heavy. Hence, a novel multi-step FCS-
MPC strategy that is based on sector division is proposed in this paper to overcome the
above issues. The multi-step cost function is transformed into a least squares problem
through matrix transformation. In order to find the optimal control input (switch states),
the following two steps are carried out. First, minimize the cost function via solving
an optimization problem within the continuum space, which aims to locate the sector
where the ideal switch states corresponding to the current time instant lie in; Second,
the traversing method that determines the optimal switch states of the three-phase two-
level inverter of a PMSM is adopted within the selected sector. The main advantage of
the proposed approach is that multi-step predictions are achieved while the computation
burden can be significantly reduced. Simulations reveal the effectiveness of the proposed
method.
Keywords: Finite-control-set model predictive control, Permanent magnet synchronous
motor, Multi-step predictive control

1. Introduction. Model predictive control (MPC) has been widely used in process in-
dustries in the last three decades. Due to the rapid development of microprocessors, much
attention has been paid to MPC in control of power converters and drives [1, 2, 3] since it
is able to deal with multivariables together with constraints, and has satisfying dynamic
responses [4, 5, 6]. However, the main problem MPC faces is to solve the computational
burden, and power electronics need a quick control response to ensure the normal opera-
tion of the system [7, 8]. However, due to the fact that the computing power of modern
microprocessors has increased dramatically, this makes it possible to implement more
complex and intelligent control strategies. In general, the MPC controls the output of the
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system by setting a cost function, and compares the error between the reference value and
the predicted value by the cost function and selects the minimum value error to determine
the control action. At each sampling instant, the MPC controller obtains a set of control
sequences by minimizing the cost function, but only applies the first element of the set of
sequences to the system and repeats this action at each sampling moment [9, 10]. MPC
can be divided into continuous control set MPC (CCS-MPC) and finite control set MPC
(FCS-MPC) according to the type of optimization problem [11, 12]. CCS-MPC calcu-
lates the continuous signal and then outputs the desired voltage to the power converter
through the modulator [13]. FCS-MPC considers the discrete characteristics of the power
converter, without an external modulator [14, 15].
Permanent magnet synchronous motors (PMSMs) have high efficiency, high power den-

sity and small size widely. They have been widely used in various fields, such as robots,
elevators, and cars [16, 17, 18]. The prevailing high-performance control methods for
PMSM are field oriented control (FOC) and direct torque control (DTC) [19, 20]. The
FOC method realizes the decoupling control of motor torque and flux linkage by control-
ling the AC and DC components of the stator current respectively. It has the advantages
of high steady-state accuracy, good control performance at medium and low speeds. How-
ever, in the digital implementation process, the output of the controller lags behind the
change of the system current, which affects the static and dynamic response of the current.
The DTC method uses a nonlinear hysteresis controller to select an appropriate switching
state based on a look-up table logic to achieve independent control of motor torque and
flux linkage. It has the characteristics of simple control method, fast dynamic response
and strong robustness. DTC methods are generally characterized by strong current and
torque ripple, especially at low-speed operation.
In recent years, FCS-MPC has been proposed as an optimal control method in power

converters and drivers [21, 22, 23]. The control method predicts system performance based
on dynamic models and is implemented by receding horizon optimization. FCS-MPC
has the characteristics of fast dynamic response, good current control performance, easy
consideration of system nonlinear constraints, and flexible control [24]. Compared with
the FOC current control loop, MPC no longer uses the PI regulator, without parameter
tuning, directly generates the converter drive signal through the model predictive control
algorithm, eliminating the pulse width modulation (PWM) link, and at the same time,
it can also use the cost function to increase other control targets and handle system
constraints. The main idea of FCS-MPC is to replace the traditional internal current
proportional-integral (PI) control loop with a predictive control algorithm [25]. This
method avoids the parameter setting of the internal current loop. It reduces the switching
frequency and makes it easier to contain system limitations. As described in [26], FCS-
MPC has advantages in terms of total harmonics and dynamic response. FCS-MPC and
DTC have some similarities. They all have fast dynamic response and a simple control
structure. Furthermore, in both methods, only one switching state is selected as the
output during the switching period. It is worth mentioning that the difference from DTC
is that FCS-MPC selects the best voltage vector through online optimization and is more
accurate and effective in vector selection. In addition, FCS-MPC is relatively easy to
achieve lower switching frequency and has better steady state performance. According to
[27], under the same hardware conditions, the control effect of FCS-MPC is better than
DTC.
The traditional PMSM FCS-MPC can obtain the corresponding voltage vector through

the switch combination of the inverter, and different current prediction values can be
obtained by combining these voltage vectors. By comparing the errors between the pre-
dicted current and the reference values, a cost function is optimized which determines
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the optimal voltage vector (or the switching state) for the next moment [28]. The tradi-
tional current prediction control can obtain good control effects through one-step current
prediction, but the one-step current prediction control method has poor stability after
the system enters the steady state, and it needs to traverse all the inverter switch combi-
nations during the execution of the algorithm, the amount of online calculation is large.
Multi-step prediction can bring good control effects, but it is followed by an exponentially
increasing amount of calculation, which is not conducive to online execution [29, 30].

In our work, a three-phase two-level voltage source inverter is considered, which has
eight different switching states, including six non-zero switching states and two zero
switching states. Usually the two zero switch states are regarded as the same, and thus
there are seven switch states in total. The traditional FCS-MPC based on the traver-
sal method needs to predict the current values for seven switch states, from which the
optimal one is determined and then sent to the inverter. For a practical motor control sys-
tem, time-consuming algorithms caused by heavy computations may cause delays during
the implementation. The computational burden of the traditional multi-step predictive
control algorithms surges as prediction length increases.

This paper uses the method of sector division to reduce the computational complexity
in multi-step prediction. First, the cost function is set, and the cost function in the rolling
time domain is obtained. The cost function under multi-step prediction is transformed
into a least squares problem by matrix transformation. The least squares method can
be used to obtain the optimal solution in the ideal state, and the sector in which the
composite vector is located can be judged. Finally, it is only necessary to traverse the two
switch vectors which constitute the sector and the zero vectors, and select a state vector
that optimizes the cost function, which is the switching state adopted at the next moment.
The calculation amount of sector division method does not increase exponentially with
the increase of the number of prediction steps, only related to the matrix dimension.

Abbreviations. The following abbreviations are used in this manuscript:

PMSM permanent magnet synchronous motor
FOC field oriented control
DTC direct torque control
PWM pulse width modulation
MPC model predictive control
CCS-MPC continuous control set model predictive control
FCS-MPC finite control set model predictive control
PID proportional-integral-derivative
ωe electrical angle speed
∆t the sampling interval of discrete system
L, ψ inductance and flux linkage
i∗ current reference value for comparison with current predicted value
ip current predicted value obtained by predictive model
U(a, b, c) the status of the three-phase two-level switch
N prediction step size
J state equation of cost function

2. PMSM MPC Strategy.

2.1. Mathematical model of PMSMs. At present, most PMSM control algorithms
mainly focus on the following performance indices: the speed error, the harmonic content
in the current, the pulsation of electromagnetic torque, and the speed fluctuation when the
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load is suddenly added. To achieve the above goals for a PMSM, current loop control is
mainly considered. The existing control methods include traditional proportional-integral
control, current hysteresis control, neural network control, and sliding mode control, etc.
[31, 32]. We mainly consider model-based predictive current control, which takes account
of the system dynamics in the control action design. To present the method, the mathe-
matical model of a PMSM is introduced first.
Consider a surface-mounted PMSM, whose model can be expressed as the following [33]

ud = Rid +
d

dt
ψd − ωeψq

uq = Riq +
d

dt
ψq + ωeψd,

(1)

where ud and uq are the stator voltages in d-q frame, id and iq are the stator currents in
d-q frame, ωe is the electrical angle speed, R is the stator resistance, ψd = Ldid + ψf and
ψq = Lqiq are the d and q components of the magnetic flux vector, respectively, and ψf is
the permanent magnet flux linkage. We assume that Ld = Lq = L. The stator current
can be represented in the following state space model,

d

dt
id

d

dt
iq

 =

 − R

Ld

ωe

−ωe −R
L

[ idiq
]
+


1

L
0

0
1

L

[ uduq
]
−

[
0

ωeψf

L

]
. (2)

According to the Euler formula, one has [34, 35]
did(t)

dt
≈ id(k + 1)− id(k)

∆t
diq(t)

dt
≈ iq(k + 1)− iq(k)

∆t
.

(3)

Thus, it holds [
id(k + 1)

iq(k + 1)

]
= A(k)

[
id(k)

iq(k)

]
+B

[
ud(k)

uq(k)

]
+ F (k), (4)

where

A(k) =

 1− ∆tR

L
∆tωe(k)

−∆tωe(k) 1− ∆tR

L

 , (5)

B =


∆t

L
0

0
∆t

L

 , (6)

F (k) =

 0

−∆tψf

L
ωe(k)

 . (7)

Defining xdq = [id, iq]
T and Udq = [ud, uq]

T, Equation (4) can be represented by

xdq(k + 1) = A(k)xdq(k) + BUdq(k) + F (k). (8)

Note that in the above equation the system matrices A and F are dependent on the
electrical angle speed ωe.
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2.2. One-step FCS-MPC with sector division. There are two control loops that are
involved in a classic PMSM control problem, i.e., the speed loop which has slow dynamics
and the current loop that has fast dynamics. For a target speed ω∗, a PI controller sends
the reference signal to iq

∗ in the current control loop. Note that id
∗ is usually set as 0

for simplicity. The control diagram is demonstrated in Figure 1. When sa, sb, and sc are
1, the upper arm switching device of the inverter circuit is turned on, and the switching
device of the lower arm is turned off, that is, s′a, s

′
b and s

′
c are 0. Conversely, when sa, sb,

and sc are 0, the switching device of the upper arm is turned off and the switching device
of the lower arm is turned on, that is, s′a, s

′
b and s

′
c are 1. It is shown that FCS-MPC plays

the role of the current controller, which determines the stator voltages ud, uq, AC side
phase voltage VAN , VBN , VCN , and then sends them to a three-phase two-level inverter.
It holds  VAN

VBN

VCN

 =
2

3
Udc

 1 −1

2
−1

2

0

√
3

2
−
√
3

2

S, (9)

[
ud
uq

]
=

2

3
Udc

[
cos θ − sin θ
sin θ cos θ

] 1 −1

2
−1

2

0

√
3

2
−
√
3

2

S, (10)

where S =
[
Sa Sb Sc

]T
is the status of the three-phase two-level switch and Udc is

the DC voltage.

PI

*
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Figure 1. Block diagram of controlling a PMSM with an FCS-MPC strategy

The topology of the inverter is given in Figure 2. It has eight voltage vectors in total, cor-
responding to eight switching states, namely U0(0, 0, 0), U1(0, 0, 1), U2(0, 1, 0), U3(0, 1, 1),
U4(1, 0, 0), U5(1, 0, 1), U6(1, 1, 0), and U7(1, 1, 1). The relationship between switch combi-
nation and voltage is shown in Table 1. The current at the next sampling instant can be
predicted by the equation of state of the voltage vector and the stator current. The opti-
mization of the cost function is then performed, taking account of the difference between



430 W. YANG, A. ARYSTAN, G. HU, D. XU, W. ZHANG AND Y. XIA

dc
U

N

A

B
C

Z

a
s

b
s

c
s

'

b
s

'

a
s

'

c
s

Figure 2. The schematic of a three-phase two-level inverter

Table 1. The relationship between the switch states and the voltage

Switch state VAN VBN VCN Sa Sb Sc

U0 0 0 0 0 0 0
U1 2Udc/3 −Udc/3 −Udc/3 1 0 0
U2 −Udc/3 2Udc/3 −Udc/3 0 1 0
U3 Udc/3 Udc/3 −2Udc/3 1 1 0
U4 −Udc/3 −Udc/3 2Udc/3 0 0 1
U5 Udc/3 −2Udc/3 Udc/3 1 0 1
U6 −2Udc/3 Udc/3 Udc/3 0 1 1
U7 0 0 0 1 1 1

the predicted and the reference current, in such a way that the optimal voltage vector
corresponding to the least cost function [36] can be determined.
Eight combinations of switches can yield eight current predictions, with two zero vectors

resulting in the same current prediction [37]. Therefore, by comparing the 7 different
current prediction values with the current reference value and the limitation of the relevant
constraints, the output switching state at the next moment can be obtained.
Consider the surface mount PMSM with id = 0 control. Therefore, select the reference

signal id
∗ = 0, iq

∗ can be obtained from the PI controller of the speed control loop. For
current loop control, the goal of optimization is to minimize the difference between the
actual current and the reference current [38] and set the constraint of the magnitude of
the stator current. For the above considerations, the cost function corresponding to the
current loop is selected as follows

g(k) = ∆id
2 +∆iq

2 + f(k) + λ∆v(k)2

∆id
2 = [id

∗(k + 1|k)− id
p(k + 1|k)]2

∆iq
2 = [iq

∗(k + 1|k)− iq
p(k + 1|k)]2,

(11)

where ∆v(k) is the switching loss, λ the weighting factor, and the constraint f is only
active when the predicted current exceeds its limit value, i.e.,

f(k) =

{
∞ |idp(k + 1|k)| > idmax or |iqp(k + 1|k)| > iqmax

0 |idp(k + 1|k)| ≤ idmax and |iqp(k + 1|k)| ≤ iqmax,
(12)
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where idmax, iqmax are the limits of the d-axis current, and q-axis current, respectively. The
three-phase two-level inverter can generate eight combined basic space voltage vectors.
As shown in Figure 3, these eight voltage vectors divide the entire plane into six sectors.

Figure 3. Sectorization of space voltage vector

According to Equation (2), one can get ud
∗, uq

∗.
ud

∗ = Rid + Ld
d

dt
id − ωeLqiq

uq
∗ = Riq + Lq

d

dt
iq + ωe(Ldid + ψf).

(13)

After transformation, the reference values of uα
∗, uβ

∗ in the stationary coordinate are
obtained. The sector where the desired voltage vector is considered to remain unchanged
during a sampling period. The voltage space vector is determined by the switch states.
The sectors in which the reference voltage vector is located at the next moment can be
judged by uα

∗, uβ
∗ and Theorem 3.1 which will be presented in the next chapter. Knowing

the sector in which the reference voltage vector is located, it is only necessary to traverse
the state of the switches that make up the sector.

When using an exhaustive search, the difficulties associated with minimizing g become
apparent. In this way, there is no need to traverse all of the switching sequences, simply
traverse the switch states that make up the sector and the cost function is evaluated for
each such sequence. The switching sequence with the lowest cost is the optimal switching
sequence and is selected as the control input. At each step k, searches require the following
process [11]:

1) For each switching sequence, calculate the state trajectory and the current error
according to (11), and consider the current limiting value according to (12);

2) Calculate the cost g for the switch states that make up the sector;
3) Select the switching order Uopt(k) which minimizes the cost function and apply it to

the converter.
Repeat the above steps in the next step k + 1. The algorithm flow of single step FCS-

MPC is shown in Figure 4.
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Figure 4. The flow chart of single step FCS-MPC

3. Multi-Step FCS-MPC. The principle of multi-step prediction execution is similar
to that of single-step prediction, but the computational burden is exponentially increased.
Assuming that the rotor speed is constant within the prediction horizon, the vector form
of the predicted value of the stator AC and DC currents in the rolling time domain can
be obtained [39, 40],

xdq(k + i|k) = Ai(k)xdq(k) +
[
Ai−1(k)BΛ(k) . . . A0(k)BΛ(k)

]
U ′(k + i− 1|k)

+
[
Ai−1(k)F (k) + · · ·+ A0(k)F (k)

]
, (14)

where i = 1, . . . , N with N the prediction horizon length,

Λ(k) =
2

3
·

(
cos(ωe(k)) sin(ωe(k))

− sin(ωe(k)) cos(ωe(k))

)
·

 1 −1

2
−1

2

0

√
3

2
−
√
3

2

 , (15)

and

U ′(k + i− 1|k) =
[
Udq

T(k|k), Udq
T(k + 1|k), . . . , Udq

T(k + i− 1|k)
]T
. (16)

Note that although A and Λ are time-varying, i.e., dependent on the motor speed, the
matrices A and Λ corresponding to the sampling time instant k are employed during
the prediction. The reason lies in the fact that the speed control loop has much slower
dynamics compared with the current control loop. Besides, constant system matrices suit
for online prediction since the horizon length N is usually not large, and the prediction
model results in a neat form. In the rest of this paper, ·(k) and A are used instead of
·(k|k) and A(k) for simplicity. The prediction model can thus be represented as

Ydq(k) = Γxdq(k) + ΥU ′(k +N − 1|k) + Π, (17)
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where Ydq(k) =
[
xdq

T(k + 1|k), . . . , xdqT(k +N |k)
]T
,

Γ =
[
A,A2, . . . , AN

]T
, (18)

Υ =


BΛ 0 · · · 0
ABΛ BΛ · · · 0
...

...
...

...
AN−1BΛ AN−2BΛ · · · BΛ

 , (19)

and

Π =

[
F,AF + F, . . . ,

N−1∑
j=0

AjF

]T
. (20)

Now the cost function for the multi-step prediction can be written as

J(k) = ∥Γxdq(k) + ΥU(k) + Π− Ydq
∗(k)∥22 + λ ∥SU(k)− Ev(k − 1)∥22 , (21)

where Ydq
∗(k) represents the reference signal for Ydq(k), and it holds

S =


I 0 · · · 0
−I I · · · 0
0 −I · · · 0
...

...
...

...
0 0 · · · I

 , E =


I
0
0
...
0

 . (22)

By defining

ξ(k) = ∥Γxdq(k)− Ω(k)∥22 +λ ∥Ev(k − 1)∥22 , (23)

Ξ(k) =
(
(Γxdq(k)− Ω(k))TΥ− λ(Ev(k − 1))TS

)T
, (24)

and

Q = ΥTΥ+ λSTS, (25)

the cost function is equivalent to

J(k) = ξ(k) + 2(Ξ(k))TU(k) + U(k)TQU(k), (26)

which can be represented as the least squares form

J(k) =
(
U(k) +Q−1Ξ(k)

)T
Q
(
U(k) +Q−1Ξ(k)

)
+ c(k), (27)

where c(k) is constant within the prediction horizon of the time instant k. Noting that Q
is a positive definite matrix, there is a reversible lower triangular matrix H satisfying [41]

HTH = Q. (28)

Letting Uunc(k) = −HQ−1Ξ(k), the determination of the switch states can be transformed
into the following least squares problem

Uopt(k) = argmin
U(k)

∥HU(k)− Uunc(k)∥22 . (29)

The ideal solution can be defined as M = −Q−1Ξ(k), which is a column vector with 3N

rows. Correspondingly, U0(k) = [M(1),M(2),M(3)]T is the solution for the current time
instant k. Note that the vector U0(k) is the combination of three base vectors, specifically,

U0(k) =M(1)[1, 0, 0]T +M(2)[0, 1, 0]T +M(3)[0, 0, 1]T. (30)

It should be noted that U0(k) is not Boolean in general. Thus it cannot be deployed
directly for the switches.
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In our proposed approach, the multi-step prediction is considered in order to estimate
which sector the optimal solution locates. Afterwards, the sector approach is employed
to determine the exact switch states for the time instant k. The sector determination is
presented first. To this end, U0(k) is projected to the α-β axes in the stationary coordinate.
The component of U0(k) corresponding to the α-β axes can be expressed as

uα = −M(1) +
1

2
M(2) +

1

2
M(3)

uβ = −
√
3

2
M(2) +

√
3

2
M(3).

(31)

The whole plane is divided into 6 sectors as shown in Figure 5, where the sector numbering
is also given. Define P as the sector number associated with the plane division. The
determination of the sector number is presented in the following theorem.

Figure 5. Sectorization of space voltage vector

Table 2. The relationship between P and the sector numbers

P 1 2 3 4 5 6
Sector III II I VI V IV

Theorem 3.1. Given the normalized vector [ūα, ūβ]
T =

[
uα

/√
u2α + u2β, uβ

/√
u2α + u2β

]T
,

the sector number P can be determined by P = 1
2

∑4
i=1(ξi + 6), where ξ1 = sgn(−ūα + 1),

ξ2 = sgn(−ūα + 1/2), ξ3 = sgn(−ūα − 1/2) and ξ4 = −3sgn(ūβ).

Proof: We will first discuss the cases that uβ ≥ 0, under which condition 3 sectors are
involved, viz. I, II, and III. In order to identify the sector number, we normalize [uα, uβ]

T

via
[
uα

/√
u2α + u2β, uβ

/√
u2α + u2β

]T
, and project onto the α-axis. When ūα is larger than

1/2, the sector number P = 1. And it holds P = 3 if ūα < −0.5. In others cases, P = 2.
Based on the above analysis, one has

P =
sgn(−ūα + 1) + 1

2
+

sgn(−ūα + 1/2) + 1

2
+

sgn(−ūα − 1/2) + 1

2
, (32)
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where sgn(·) is a modified sign function. It holds sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if
x < 0. Above discussion addresses the cases where ūβ >= 0. If ūβ < 0, another 3 should
be added to the sector number shown in (32). As a result,

P =
sgn(−ūα + 1) + 1

2
+

sgn(−ūα + 1/2) + 1

2
+

sgn(−ūα − 1/2) + 1

2

+
−3sign(ūβ) + 3

2
. (33)

Equation (33) can be simplified as P = 1
2

∑4
i=1(ξi + 6) given the definitions of ξi, i =

1, 2, 3, 4 shown in the theorem. The proof is thus ended. �
Remark 3.1. It should be noted that the numbering of the sectors is different from that
shown in Figure 3. Such consideration simplifies our analysis in identifying the sector.
However, the numbering or sequence is not unique in general.

After identifying the sector that the ideal solution lies in, the traversing method is
employed in order to determine the optimal control input, i.e., the switch states. There
are three switch state combinations associated with the selected sector, as shown in Table
3. By comparing the cost function obtained by each switch state combination, the optimal
one is determined. Note that the ideal solution M has 3N elements, where only the first
three elements denote the switch state to be optimized for the current time instant. In
the proposed approach, the remainder 3(N−1) elements ofM are kept unchanged during
the optimization. Specifically the following problem is considered

Uopt(k) = argmin
U(k)∈{M1(P ),M2(P ),M3(P )}

∥∥H(U(k) +Q−1Ξ(k))
∥∥2
2
, (34)

where Mi(P ), i = 1, 2, 3 are obtained by replacing the first three elements in M by the
three switch states candidates associated with the sector P . The proposed FCS-MPC
algorithm is illustrated in Figure 6.

Table 3. The switch states corresponding to the sector numbers

P Switch state that needs to be traversed
1 [0, 0, 0] [0, 1, 0] [0, 1, 1]
2 [0, 0, 0] [0, 1, 0] [1, 1, 0]
3 [0, 0, 0] [1, 0, 0] [1, 1, 0]
4 [0, 0, 0] [1, 0, 0] [1, 0, 1]
5 [0, 0, 0] [0, 0, 1] [1, 0, 1]
6 [0, 0, 0] [0, 1, 1] [0, 0, 1]

Remark 3.2. In the traditional multi-step FCS-MPC method, 23N switch states need
to be traversed and compared. However, in the proposed method only 3 switch states are
traversed. Hence, the computational burden is significantly reduced.

Remark 3.3. Compared with traditional control algorithms, such as FOC and DTC, the
multi-step model predictive control algorithm proposed in this paper can continuously per-
form receding-horizon optimizations based on the established PMSM mathematical model,
which renders smaller speed error and thus better control performance. In addition, the
traditional multi-step prediction algorithm relies on the traversal method, the computa-
tional burden increases exponentially as the prediction length increases. Thus it restricts
to short prediction horizons in practical applications, e.g., one step prediction is usually
considered. Although some approaches have been proposed to alleviate the computational
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Figure 6. The algorithm flow chart of FCS-MPC based on sector division

issue, e.g., the sphere decoder algorithm [40, 41], it is noticed that the relevant algorithms
are relatively complicated during the implements. The feature of the propose multi-step
prediction approach lies in the fact that it considers both the computational burden and
the ease in implementation.

4. Simulation Results. To verify the effectiveness of the proposed control algorithm,
we built two sets of simulation model in the MATLAB/Simulink environment. One set
of simulations compared FCS-MPC based on sector division method with FCS-MPC
based on traversal method, and another set of simulations compared FCS-MPC based on
sector division method with the space vector pulse width modulation algorithm based on
proportional-integral controller (PI-SVPWM), which is currently the most widely used
method in industry. The parameters of the PMSM motor used in the simulations are
shown in Table 4.

Table 4. The table of motor parameters

Parameters Symbol Value Units
Power rating PN 2.2 kW
Rated voltage U 380 V
Rated current I 5 A

Rated frequency f 75 Hz
Rated speed r 1500 rad/s

Number of pole pairs p 3
Stator resistance Rs 2.75 Ω

d-q component of the stator inductance L 40 mH
Flux linkage of permanent magnet Ψ 0.44 Wb
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Figure 7 shows the speed and the three-phase current control based on the traversal
and sector division method FCS-MPC. The figure shows the speed and current control
waveforms for single-step prediction and three-step prediction. It can be seen the speed
fluctuation of the three-step prediction after the speed enters the steady state is sig-
nificantly smaller than the speed fluctuation under the single-step prediction. Also the
three-phase current under the three-step prediction has less fluctuation after entering the
steady state than the single-step prediction. Figure 8 shows the speed and the q-axis
current comparison based on sector division based FCS-MPC and PI-SVPWM. For both
cases where N = 1 and N = 3, the control performance of FCS-MPC based on sector
division method is much better than that of PI-SVPWM. When the motor starts, faster
speed responses and smaller overshoots are observed. At time t = 2 s, the load is suddenly
added, it can be shown that the speed change is relatively small and it can quickly follow
the reference signal. Therefore, the FCS-MPC control algorithm based on sector division
has stronger robustness. PI-SVPWM requires additional pulse width modulation, though
its q-axis current pulsation is smaller.
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Figure 7. Comparison of speed and current at a given speed of 1000 rpm.
Figures (a) and (b) show the one-step and three-step speed and three-phase
current comparison based on the traversal method. Figures (c) and (d) show
the one-step and three-step speed and three-phase current comparison based
on the sector division method.

From Figure 7 and Figure 8, it can be found that the sector division method and the
traversal method can improve the control effect by increasing the prediction step size.
The control effect of the sector partition method in single-step prediction is almost the
same as that of the traversal method. Since the calculation amount is not very large
in single-step prediction, the algorithm is less affected when the switch state is executed
online. By comparing the speed and current waveforms under the three-step prediction, it
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Figure 8. Comparison of speed and current at a given speed of 1000 rpm.
Figure (a) shows the speed comparison between one-step FCS-MPC with
PI-SVPWM. Figure (c) shows the speed comparison between three-step
FCS-MPC with PI-SVPWM. Similarly, Figures (b) and (d) show the q-axis
current using different methods.
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Figure 9. Composite vector length in sector division method

can be found that the control effect of the FCS-MPC based on the sector division method
is better than the traversal method, and the online execution time required by the sector
division method is much smaller than the traversal method, which is conducive to the
execution of the system. Figure 9 shows the composite vector length obtained by the
sector division method. The length of the composite vector ranges from 0 to 1, which also
proves the reliability of the proposed algorithm.
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Table 5 compares the time consumed by the traversal method and the sector division
method in the multi-step prediction. The amount of calculation required for traversal
method increases exponentially with the increase of the prediction steps. The calculation
amount of sector division method does not increase exponentially with the increase of the
number of prediction steps, only related to the matrix dimension.

Table 5. The comparison of computation

Predicted steps Traversal time required/µs Sector division time required/µs
1 2.2 2.1
3 24.3 4.6
5 603.4 6.4

5. Conclusion. In this paper, a multi-step predictive control method for permanent
magnet synchronous motor based on sector division algorithm is proposed. By transform-
ing the cost function into a least squares problem through matrix transformation, the
optimal solution of the cost function in the ideal state is obtained, and the three vectors
of the optimal solution in the ideal state are synthesized and the sector in which the
composite vector is located is determined. Finally, the amount of calculation of multi-
step prediction is reduced by the sector division method. The simulation results show the
comparison of the time consumed by the traversal method and the sector partitioning
method. The results show that the amount of computation required by the sector par-
titioning method for multi-step prediction does not increase sharply with the increase of
the prediction step size, and only a small amount of computation increases while bringing
better control effects.
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