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ABSTRACT. Motion target detection and tracking are among the most important com-
puter vision areas that use advanced image processing techniques. To accomplish the
purpose of tracking a target, traditional approaches first perform the detection process
and then track the target. However, such methods necessitate a constant false-alarm rate
system that detects the whole frame obtained at the moment. This decreases the detection
efficiency and degrades the target tracking output. Also, the current motion target de-
tection algorithms extract features from the relevant object only if the moving object has
complex texture features. The regions extracted by these algorithms are larger than the
region of interest and stretches towards the direction of movement. These algorithms are
sensitive to noise, and thus, it is difficult to accurately predict the location of the objects.
This paper proposes a deep learning framework for human action recognition to overcome
the drawbacks of the current state-of-the-art methods. To extract the appearance based
and structural information, each frame of the action sequences is evaluated for spatial
features. The temporal properties of the video sequences undergo computation across full
corresponding blocks frames to give motion based information. The features are reduced
using the particle swarm optimization detection technique in video image sequences to
reduce the computational complexity. If the scene is stationary, the identification of the
moving people is addressed based on the correlation tracking technique. Finally, a deep
learning neural network is used to evaluate the method’s effectiveness. Since two autoen-
coders have been trained separately, the information in the autoencoders is forwarded to
the deep learning neural network to recognize human actions. Our deep learning method
also performs the atomic morphological operations and shadow removal based on the hue
saturation value color space. Our method can also track targets that do not have high
contrast and prominent features with the background. We infer that our approach helps
improve the tracking stability and increases the robustness of the tracking process by an
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accuracy of 97.09% on the Stony Brook University interaction dataset, 98.02% on the
High-level Human Interaction Recognition Challenge interaction dataset, 96.17% on
the Weizmann dataset. The statistical measures such as precision (96.76%), sensitivity
(95.39% ), Matthews correlation coefficient (93.83%), and Jaccard Index (92.63%) are
also high, thus demonstrating the better performance than all the current state-of-the-art
methods.

Keywords: Particle swarm optimization, Human action recognition, Autoencoders,
Deep learning, Human tracking

1. Introduction. The key content of the computer vision research focuses on how to
use a range of imaging systems to replace human vision as a means of signal input and
replace the work of the human brain with computer vision knowledge. The final goal of
the research is to make computers observe and understand the environment as humans
do through vision. In our previous researches, we have used deep learning in the domain
of drone auto navigation [1], enhanced deep learning [2], a comparison [3] to such con-
ventional image processing works as multi-camera tracking [4], particle filtering [5,6,8],
clustering [7], meshed method [12], Support Vector Machine (SVM) [10], boosted His-
togram of Oriented Gradients (HOG) [9], and panoramic image composition [11]. This
work is based on the human action recognition using Particle Swarm filtering Optimization
(PSO) technique.

The key goals of human motion vision research are to detect, recognize and monitor
the human body from a collection of images including individuals, understand and ex-
plain their behaviors. Computer vision technology is used in intelligent video monitoring
systems to interpret, understand and process video data recorded by video camera, filter
out irrelevant information, useful abstract information, and send it to control employees
to deal with it. The system will replace humans in terms of performance by providing
early warning, avoidance, and proactive monitoring functions. By human face recognition
and gait analysis [13], it is decided if the next person has the right to enter the safe area.
Another application focuses on the actions of people on the scene (not only identifying
individuality). It is used mainly in the circumstances susceptible to safety criteria such as
parking, supermarket, vending machines, Automated Teller Machine (ATM), and traffic
management. The device warns the security personnel to prevent crimes when suspicious
activity happens at the scene. In addition, human motion analysis in the virtual reality
scene has a wide variety of applications such as virtual game, video conference, and figure
animation.

The researchers are implementing image search based on sports motion dataset content.
They use the vision approach to build the body’s geometry model in dance and sports
training. They advise and correct the trainer’s actions through joint motion analysis
to achieve a very intuitive effect. Motion detection, target tracking, and several other
methods of motion analysis include the low-level vision module. To solve the merging
problem of multi-camera data, we use the intermediate level vision module. The high-
level vision module involves identifying the target, comprehension, and specification of
the semantic content of motion data. DETER system [15] is used for surveillance of car
parks to prevent cars from being thieved. The system can track moving targets, analyze
behavior patterns of moving targets according to tracking trajectory, and alarm against
abnormal behavior. Human detection, tracking, and behavior judgment are beneficial
for pedestrian safety, driving safety, and traffic management. Many functions such as
traffic control, car irregular behaviour recognition, pedestrian behavior judgment, and
intelligent vehicles have been accomplished [17-19]. Acquiring traffic information will
make it more convenient for individuals to use the highway, increase running quality, and
relieve traffic congestion. For accident prevention, the identification of suspicious activity
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FIGURE 1. Test results using our proposed method. As it can be seen the
humans can be seen in a green bounding box and are detected with a high
accuracy.

of vehicles is of great importance. It involves segmenting and monitoring the vehicle and
then evaluating the tracking of the running trajectory and speed of the car. This helps
in determining the occurrence of improper driving. The test results using our proposed
method are described in Figure 1. As it can be seen, the humans are detected by a green
bounding box.

Motion detection is challenging because of the complex variations of the background
image, environmental effect, illumination, shadows, and chaos interference. Currently,
the methods in common use background subtraction [14], the temporal difference [16],
optical flow [23] calculation and statistical methods [24]. Background subtraction [14,25]
methods are most commonly used in motion segmentation. It is a tool that uses the
contrast between the current image and the background image to detect a region of
motion.

For example, Haritaoglu et al. [14] utilized minimum, maximum intensity values, and
maximum temporal difference values to implement statistical modeling for each pixel in
scenes and update the background periodically. Lipton et al. [30] used the two frames
difference method to detect the moving target from real video images to classify and
track the target. Jung and Sukhatme [31] used the continuous frames in image series to
implement temporal difference, carried out a real human body motion detection system
in moving robot platform, and implemented the detection of the moving body location
through the self adaptive particle filter. Another improved method is to utilize three
frames difference to replace the two frames difference.

The temporal difference motion detection method is highly sensitive to complex condi-
tions, but sometimes all associated characteristic pixel points cannot be fully abstracted.
Therefore, we need techniques to compensate for this problem, such as combining with
other image characteristics, and abstracting the human body moving area. Without spe-
cialized hardware equipment, it cannot be used to process the full frame video streams in
real time. In terms of the human body monitoring system, the next significant problem
is identifying the human body target from all moving targets after the moving area data
is collected. Various moving regions may lead to different moving targets. For the ease of
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human body identification and further study of actions, it is essential to properly identify
the moving target. The statistical approach requires a large number of computational and
transformation processes that are difficult for the current hardware equipment to process.
When the target is not blocked, the value of this approach is high tracking accuracy and
stability. The first downside is that since the search area is wider, it needs a considerable
calculation. The second is that the algorithm demands that the target deformation is not
high and that it is impossible to block the target. Therefore, as templates shift, the region
based tracking approach must solve the tracking problem. If moving aim, the change is
due to posture change; if target posture change can be processed well, stable monitoring
will be done. The difficulty of this method is that how to determine the unique feature set
of a moving target. For a limited number of targets, the focus is on retrieving trajectories
and models with high precision. The dependency on detailed geometric object models is
the most serious drawback of these approaches. To overcome all the drawbacks of the
current method, we propose our method for human action recognition by optimizing the
features with particle swarm optimization and then testing its effectiveness on our pro-
posed DL based model. In the next part we discuss the significance and the contributions
of our method.

Significance of our method for human action tracking. The system’s computation-
al complexity increases if the feature space is large. It comprises redundant and irrelevant
features obtained in the extraction of features. As a consequence, the number of features
is decreased to optimize the system. The evolutionary computation technique [53] has
recently been used to select features due to its global searching capabilities. We use PSO
selection method and use it to address the problem of local optima. Our method evaluates
the features quality and chooses the best features for classification using a multi-objective
fitness function. The actions are then classified using a Deep Learning Neural Network
(DLNN). Reusing the base model knowledge is a good step for building an accurate
recognition system according to the transfer learning principle. This increases our model
performance and uses fewer resources, thus helping to overcome the insufficient training
data problem. To successfully compress the input, two AE’s undergo training indepen-
dently. The information recorded in the AE’s hidden layer is subsequently sent to the
DLNN. The DLNN gets the hidden information from the AE’s, which like conventional
machine learning based techniques, only attempt to learn from scratch. In this research,
cross-person identification is also used.

We adopt the temporal difference method, which utilizes the distinction between many
neighboring images before and after to abstract the image area of motion. Wavelets are
particularly good at representing transients and non-stationary signals. In this case, the
human action sequence is seen as a series of time signals, each of which corresponds to
a certain spatial location. The approximation coefficients are high for spatial locations
associated with ‘no change’ whereas the detail coefficients are low. However, significant
spatial variations lead to a transient signal during an action, resulting in large magnitude
detail coefficients. The wavelet coefficient calculation method makes use of a spatiotem-
poral volume composed of ‘T” frames representing the foreground of interacting humans.
Before generating the histogram for each frame, the interaction size area is split and nor-
malized into ‘N’ non-overlapping blocks. In continuous image series, our approach adopts
pixel difference between the two adjacent frames. This is best suited for the situation
when the background is not a fixed scene. It abstracts the moving area of the human
body from the image through the threshold, and then makes the detection outcome more
accurate by using the control threshold of the variety model. Then we extract the moving
context information based on the statistical pixel characteristics. First, it calculates the
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statistical background pixel information (such as color, grayscale, and border), creates a
more sophisticated background model using individual pixel or pixel category features,
and then dynamically updates the background statistical values. Finally, it divides the
image pixel into foreground or background by comparing the current background mode
statistical values.

If the scene is stationary, the identification of the moving people is addressed based
on the correlation tracking technique. The grayscale images are processed using the
texture and characteristic correlation, and the color images are processed using the color
correlation. The Number of Squared Differences is the most widely used correlation law.
In combination with many prediction algorithms, such as linear prediction, quadratic
curve prediction, Kalman prediction, this approach is used to estimate the target position
in each frame image and enhance the precision of tracking. Canny [36] operator is used
in feature abstraction to acquire edge feature of the target, and SUSAN [37] operator is
used to acquire angle and point information of the target. Currently, the commonly used
model is tracking based on active contour models or snakes in vision tracking proposed
by Kass et al. [38] in 1988. The basic idea is to represent the bounding contour of the
object and keep dynamically updating it. Since snake [39] model is just suited to tracking
a single target, an active contour model based on level set is used to track multi-target
[40-42]. Our human tracking based model describes humans with different visual angles
and postures by using a set of time varying posture parameters.

Thus summing up, we track human behavior by developing a safety monitoring system
based on DL around a heavy duty truck. We identify the moving target from the video
image series, recognize the human body, and monitor moving humans. Figure 2 shows
a high-level overview of the proposed framework and provides a detailed explanation of the
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FI1GURE 2. Foreground extraction is done for the video sequences. The
features are extracted and fed to the two Autoencoders (AE’s). The infor-
mation from the autoencoders is fed to the DL Neural Network (NN) for
predicting the effectiveness of our method. (a) shows the training of our
DL algorithm and (b) describes the testing.
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proposed system for recognizing human actions, wavelet based feature extraction, ROI ex-
traction, and the DLNN (pre-trained) action classification. The significant contributions
of the paper are as follows.

1) First, we processed videos taken by a Fisheye camera (FOV) because of its wide field
of view. To reduce the computational expense, we use a Restricted Boltzmann Machine
(RBM) based AE to help in pre-training the DLNN.

2) Second, on ground video sequences, three separate context modeling approaches
are tested: frame difference, approximate median, and Gaussian mixture. The Canny
Operator edge detection points and wavelet transform coefficients undergo computation
in the spatio-temporal volume to identify activities of interest in a video feed.

3) To monitor the moving human combined with the shadow removal method, we apply
the mathematical morphology method and area filling on the detected moving region.

4) We employ a DLNN to evaluate the method’s effectiveness. To find the structural or
appearance based information, each human sequence action or every frame is evaluated
to calculate the spatial features. The temporal properties of sequences of videos undergo
entire frames computation of matching blocks to give motion information.

5) We conclude that our approach improves tracking stability and robustness by 97.09%
for the Stony Brook University (SBU) interaction dataset, 98.02% for the High-level
Human Interaction Recognition Challenge (UT) interaction dataset, and 96.17% for the
Weizmann dataset.

The article’s structure is as follows. Section 2 presents the current state-of-the-art
methods for human tracking. Section 3 gives the proposed method and the technical
contributions of our paper. Section 4 provides a detailed overview of our method and
provides the results and discussion of our method. Finally, in Section 5, we conclude our
article.

2. Related Work. Tai et al. [20] developed a real video tracking system for traffic
surveillance and accident detection in crossroads, detecting moving vehicles and auto-
matically analyzing the running trajectory. Pai et al. [21] proposed a method for human
detection and tracking in crossroads to ensure safe driving and pedestrian safety. The
research aimed to introduce the automotive driving of automobiles. It used the video
camera mounted on the vehicle to detect and control the vehicles, pedestrians in front of
the road. For example, SAVE-U [22] is a significant innovative European project to devel-
op an integrated safety concept for VRUs such as pedestrians and cyclists. Alzahabi and
Cain [25] utilized the self adaptive background model combining pixel color with gradient
information to solve the impact of shadow and unreliable color clues for segmentation.
Abdelrahim et al. [27] and Chebi et al. [28] adopted a self adaptive background model
based on Kalman filtering to adapt to the temporal changes of climate and illumina-
tion. Stauffer and Grimson [29] utilized a self adaptive mixture of Gaussian’s background
model (establish the model for each pixel using a mixture of Gaussian distribution) and
an updated model using online estimation to process the impact illumination change,
interference of chaotic background motion reliably.

Another improved method is to utilize three frames difference to replace two frames
difference. Maddalena and Petrosino [16] developed a mixture algorithm combining self
adaptive background subtraction with three frames differences which can detect moving
targets effectively and quickly from the background. Motion detection technique based
on optical flow measurement utilizes optical flow field features of moving target that
shift over time to abstract and effectively track the moving target. The benefit of this
approach is that the moving video camera can detect a substantial moving target. The
downside is that the method of measurement is very complicated, and the anti-noise
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efficiency is low. The visual tracking method is divided into four categories in some
literature [34,35] as region-based tracking, feature-based tracking, deformable-template-
based tracking, and model based tracking. The basic principle of region-based tracking
is to use a pre-determined man-made method or image segmentation method to obtain
a prototype containing targets and use similar algorithms to detect targets in a series of
images.

In combination with several prediction algorithms, such as linear prediction, quadratic
curve prediction, and Kalman prediction, this approach can estimate the target position
in each frame image and enhance the precision of tracking. Generally, there are three
kinds of models [23] as line graph model, two-dimensional model, and three-dimensional
model. The most widely used is the three dimensional model based tracking system.
There are two commonly used target classification methods: shape based classification
[30], and it utilizes the shape features of detected moving regions to classify the targets.
Another method is motion based classification, and it uses the periodicity of the human
body moving to classify the targets [33].

The researchers identified that occlusion is a complicated issue based on their survey
[45-47]. The machine should recognize partial and complete object occlusion during any
attempt to monitor an object. Some devices can lose data on the object tracking task
after occlusion has occurred. It is made worse because it takes a huge system to determine
the trajectory of an object as it travels in the field in the image plane. For example, the
illumination that happens when light, such as the light of a car, is reflected from different
sources, from sunlight to darkness. The detection method is impaired and made more
complicated [48,49] as the illumination of the target varies. Object motion is usually
present at different degrees of scale [50,51]. Often its movement is swift and abrupt.
Using a statistical approach makes it difficult to calculate the velocity of motion required
to track the object. Any background noise [52,53|, interference, and confusion present in
the field must be able to withstand a realistic device. The movement of the object and
from other sources creates noise and interference. These variables can lead to mistakes
and confusion in identifying the targeted object. It is difficult to detect and track an
object and represent the object in a complex shape.

This is due to the existence of the moving object in which its position [54,55] can
move freely, rotate and shift. It is important to note that the detection algorithm must
separate the foreground and context. This is particularly so when the image is against
the backdrop of “messy” [56,57]. In addition to this criterion, it is essential for the
detection algorithm to be able to differentiate similar looking objects such as shadows
[58,59] from the real object. Device tracking and surveillance deal with detecting the
movement of many people [60,61] in crowded spaces, such as a train station, an airport,
or a highway. The systems must be able to track several targets for these purposes. In
a hectic environment, the tracking system must track and detect any object’s movement
in a group of moving objects. Applications in virtual reality are immersive and capable
of recording high speed motion information that has a high data rate. In the real-life
situation [44,62,63], the processing time is an essential device necessary to ensure a good
interpretation. Numerous researchers have proposed different methods for object tracking
based on the above problems. The approach to be used depends on where they are in the
background or setting and what the specifications are for.

Monitoring applications are getting more advanced and more affordable now. Re-
searchers have suggested many methodologies for monitoring applications. The general
technique of a tracking device is shown in Figure 3 graphically. It is concluded that the
tracking application methodologies are divided into three significant classes based on the
vision survey: detection process, tracking process, and object representation process [44].
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FIGURE 3. General methodology of a tracking system

FIGURE 4. Traditional motion models [64]. z, and z are defined to be
variables and in (a) the line x = z; is a line parallel to the x axis, (b) the
equation is a linear equation where vy represents the velocity and ¢ is the
time. The value of x = x¢ + vpt is the sum of xy and the product of vy and
t. (c) ag is the acceleration. The value of x = xy + vt + agt?/2 is the final
sum of all the three values computed in the equation.

The tracking of an object’s movement is a very challenging task since the target motions
are dynamically changed. In the conventional method, an object motion can be measured
by two models: 1) stochastic models with deterministic and random components, and 2)
stochastic model by classical deterministic mechanics [59]. Figure 4 shows an example of
such a model that can be expressed using one of Figure 4(a) constant position, Figure 4(b)
constant velocity, and tracking an object motion based on constant acceleration model
as shown in Figure 4(c) is quite difficult since these two models are not in linear motion.
Furthermore, the size of an object will be affected during movement in the camera view. A
lot of techniques and methods have been developed to overcome these problems. However,
to decide the best technique for object tracking, some criteria of tracking features must
be considered.

A significant element in tracking applications is the selection of an object function.
Basically, an object feature should be unique and can be differentiated from other objects
and feature space, particularly in multiple tracking systems. The object function is usually
selected manually based on the tracking application. There are four commonly used object
characteristics in the application of tracking: 1) edges, 2) color, 3) optical flow, and
texture. The specifics of the visual features listed above are as follows [65,66]. Edges or
line features in an image are widely used. Inherently, the most common method to detect
significant discontinuities in the grey level is edge detection. In other word, this technique
is capable of extracting the outline of the image in various areas, which consists of pixels
that have something in common. The key benefit of the edge feature approach in the
tracking framework is its lower sensitivity to lighting changes than the approach to color
features [67,68]. Color is derived from the distribution of light energy versus wavelength
in the real case. A color image serves as distribution information for each image pixel in
image processing and can be a descriptor for defining an object and extracting an image
attribute.

The RGB (Red, Green, Blue) color space is generally used in computer displays in
terms of digital image processing, but other spaces are also used in different contexts, such
as CMY (Cyan, Magenta, Yellow), CMYK (Cyan, Magenta, Yellow, and Key) and HSV
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(Hue, Saturation, Value). In brief, different numbers of color spaces have been used in the
application monitoring, such as [69-71]. However, in using this method, the key problem
is that it is too sensitive to illumination [72,73]. Therefore, the researchers have combined
the color function with other characteristics [74,75] to overcome this problem. Identifying
the texture of the material is one of the most significant approaches to area description.
The texture is an asset that depicts an image’s surface and structure. Generally, frequent
repetition of an element or pattern on a surface can be represented as texture. It can be
seen as a grouping of similarities in an image, or its features are continuously and steadily
changing or roughly periodic. The texture can be split into two categories: 1) stochastic
texture and 2) texture of the structure. It is possible to define the image of stochastic
textures as noise, such as color dots randomly scattered all over the image. It is barely
characterized by the minimum and maximum brightness and average color attributes.
Grass, flowers and so forth are an example of a stochastic texture. On the other side, the
texture of the structure is seen as a replication of similar patterns.

The propagation of apparent motion based on velocities or acceleration of the brightness
pattern in an image is optical flow [75]. Therefore, it reflects only those changes in the
picture in motion related intensity. In this technique, all feature images are expressed
in optical flow known to flow detection errors. However, an optical flow is not prone
to changes in illumination and motion of unimportant artifacts such as shadows. The
different tracking methods for video data can be grouped into three groups in the computer
vision literature:

e Region-based tracking
e Active contour-based tracking, and finally
e Feature-based tracking.

The main objective of the region based approach is to discover the region of the object
in each frame. An object has a complex shape in the tracking system and is difficult to
explain in simple geometry. Therefore, to solve this problem, the region based approach
can be used. This is triggered by the ability of this technique to provide these objects with
an accurate shape definition. The tracking based on area is used in the tracking algorithm
as primitives. The term “regions” refers to the linked elements of points extracted from
a stage of motion based segmentation. In relative motion with respect to the camera, the
region can be perceived as the silhouette of the projection of an object in the image. A
successful contour based tracking is a tracking technique based on an object’s boundaries.
It is evident from the above statement that this tracking method is executed based on
the edges of the intended object. This approach has been established to overcome the
computational complexity issue that is usually faced in region based tracking.

Another alternative to the monitoring method is feature based tracking. This approach
aims to extract local regions of interest (features) and classify each sequence image’s
corresponding characteristics. Color, texture, object actions, etc., may be assigned to
the attribute of an image. This method enables the researcher to monitor an object
according to an object’s entire or specific parameters (sub-feature). Generally, all the
aforementioned tracking approaches can be carried out by two methods: tracking by
detection and statistical tracking.

3. Proposed Method. This section discusses our proposed human action recognition
system in detail. The extraction of ROI, wavelet-based feature extraction, and pre-trained
DLNN action classification are given in detail in this part.

3.1. Foreground extraction. The proposed method starts with segmenting the fore-
ground image. The foreground image in a static-based environment is created when each
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frame is removed from the background model. The Gaussian Mixture Model (GMM)
with the expectation-maximization technique separates the foreground if the background
is dynamic and complex. Then, morphological techniques such as erosion and dilation are
employed to remove any extraneous elements from the foreground image. The following
criteria are used to identify the supporting ROI. The ROI is defined as a rectangular
type region containing vertical and run sides across the object’s centroid if two items in
the segmented image are recognized as spatially separated. The interaction region of the
objects overlapping is shown in Figure 1 as a rectangle with a width half that of the
overlapped zone and a centroid corresponding to the foreground object (c¢). The green
rectangles represent the ROIs in Figure 1. The region is limited to a particular location
where arm movement occurs rather than gathering data from the whole contact zone.

3.2. Extraction of features. This section deals with the extraction of spatial and tem-
poral characteristics from the visible ROI. To extract the appearance-based and struc-
tural information, each frame of the action sequences is evaluated for spatial features. The
temporal properties of the video sequences undergo computation across full corresponding
blocks frames to give motion-based information.

3.2.1. Spatial feature extraction. The Canny edge detector operator is the best step-type
edge detector operator, which Canny proposed in 1986 [8,9]. The Canny edge detection
technique steps are as follows. The image is smoothed using a Gaussian filter. The
Gaussian function is described in Equation (1) as follows:

G(z) = 1/ V2roe /7 (1)

where o denoted the Gaussian curve’s standard deviation and reflected the smoothness.
We are using the finite-difference of 2 x 2 neighborhood first order partial derivatives
and calculate the gradient direction and gradient magnitude of the smoothed data array
I(z,y) calculated in Equation (2) and Equation (3) as follows:

G| = /1G2] + G2 (2)
0 = arctan(G,/Gy) (3)

We then use a non-maxima suppression method [6,7] for calculating the gradient mag-
nitude. The following Equation (4) below represents the instances demonstrating the
non-maxima suppression:

Nli, j] = NMS(Mi, 5], €[2, 51) (4)

We use a double-threshold technique for connection and edge detection. The threshold
value is a critical attribute in Canny operator edge extraction [8]. The appearance of a
border happens on and off when the threshold is surpassed. If it is set too low, false edges
will appear [9]. We utilize a double-threshold approach to solve the threshold setting issue.
The adaptive method, based on the gradient histogram and in-class minimal variance [10],
is used to calculate both the high and low thresholds. Because the process can determine
the threshold based on different images, this method does not need human participation.
First, we enhance our technique for calculating the gradient magnitude of an image. The
pixel gradient amplitude is determined by computing the finite difference of the first-order
partial derivatives of the x, y, 45°, and 135° directions across an area of 8 pixels. The
calculation formula is shown in Equation (5) and the function representation is shown in
Equations (6)-(10) as follows:

MTi, 5] = pPu[i, 51* + P,[i, 51* + Puss[i, 51> + Pasli, j]? (5)
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where:
Poli, gl = 1li+ 1, 5] — I[i — 1, ]
Pfisg] = 1lij +1] - 1li,j — 1]
Pissli,jl =1+ 1,7+ 1] —I[i—1,j — 1]
Pysli,j) =1[i— 1,5+ 1] — I[i+ 1,5 — 1]
The gradient direction is given by Equation (10) below:
0li, j] = arctan(Fy[i, j]/ Puli, j]) (10)

To compute the dynamic threshold value, the whole image is segmented into several
subimages. Since the sub-image regions may overlap with the scale parameter of the
overlap region accounting for the sub-image being p. The high and low thresholds of
the sub-images are then adaptively adjusted depending on the non-maxima suppression
results. We create adaptive dynamic thresholds based on the global edge gradient feature
information and the edge gradient information of each sub-image. In images, the propor-
tion of non-edge is often much higher than the percentage of edges. The gradient of all
the pixels in the sub-image connected to o,,., determines the variance of all the pixels in
the sub-image linked to o,,.c. The gradient of all the pixels in the sub-image related to
Omax 18 used to compute the variance of all the pixels connected to o, in the sub-image.

Omax — Z(Hz - Hmax)2/N (11)

1=0

D

0¢)
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The total number of pixels in the gradient is N, and the maximum number of nonzero
pixels is k. Each sub-high image’s h threshold value is chosen outside of the gradient
histogram’s non-edge area. Otherwise, the final output will have a lot of pseudo-edge
noise. The formula for determining 7, and 7; is given in Equations (12) and (13) as
follows:

Sh = Hmax + Omax (12>
S = 0.4 % Sh (13)

Assume 75, and 7; are the total high and low threshold values. The process for obtaining
access to them is the same as it was before. Finally, we split the high and low thresholds
as follows on the sub-image given in Equations (14) and (15) as follows:

Shigh = (1 — B)sn + Ben (14)
Sow = (1 = B)s + B (15)

where 0 < 8 < 1, (B represents the adjustment rate threshold. If 7 = 0, the image
segmentation is done using the global gradient histogram’s features and does not need to
be modified. If § = 1, it has been fully segmented using the sub-partial image’s attributes.
Finally, on isolated locations, we conduct boundary tracking and noise reduction.

3.2.2. Temporal correlation using wavelet transform based feature extraction. Wavelets are
excellent at describing transients and non-stationary signals. In this instance, the human
action sequence is seen as a series of time signals, each corresponding to a particular spatial
location. The approximation coefficients for spatial locations linked with ‘no change’ is
high, while the detail coefficients are minimal. However, during an action, substantial
spatial variations contribute to a transitory signal, resulting in high magnitude detail
coefficients. The wavelet coefficient computation technique uses a spatio-temporal volume
made up of “I" frames representing the foreground of interacting humans. Before the
histogram is generated for each frame, the interaction size area is divided and normalized
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into ‘N’ blocks that do not overlap. G, is calculated by organizing the pth block in every
frame containing the spatiotemporal-based volume of “T” total frames taken in a sequence
of time. G, is represented as [y, hp1, .. ., hpr—1)). The wavelet coefficient computation
and G, are shown in Figure 5. As seen below, G,’s wavelet transform is represented by
G, in Equation (16) as follows:

Cp =[G G G G (16)

C, dimensions are T' x 1. The notations C?, C413, CP3 CP! denote the approximation
and detail coefficients obtained at levels 1, 2, and 3 for the pth block of video sequences,
respectively. The feature vector ‘C” of dimension T'N x 1 is created by organizing the
wavelet coefficients retrieved in the spatiotemporal volume of the ‘1" total frames for each
block as shown in Equation (17) as follows:

C = [6’643,6’{‘3,...,ij‘,g,C()Dg,Cng,...,01133,0(?2,011)2,...,C’Jez,Cé)l,
cPL,... O] (17)

The vectors C' and [ after formation undergo concatenation for the formation of feature
vector ‘X’ having dimensions as shown in Equation (18) as follows:

IXxXNT=XX2M+ N+ 1)) (18)

3.3. Optimal feature space selection using Particle Swam Optimization (PSO).
Even though the coefficients wavelets that are orthogonal help distinguish the distinct
action sequences, decomposition of wavelets does not decrease dimensions on its own.
Consequently, for extracting the optimum wavelet coefficients to reduce the dimensional-
ity, a PSO-based approach is used. The subset of features is chosen from feature-based
reduction techniques for performing better in the whole set. The objectives of increasing
classification performance (lowering classification error) and decreasing feature count, on
the other hand, are incompatible. For solving the issue, the method proposed adopts a
multi-objective fitness PSO approach.

In this work, the PSO optimization technique is used to choose features. Given a set of
attributes X = x1, 2, ..., x), the generation of a set of weights by the PSO as weights =
01,05, ...,0, after several generations. By thresholding PSO’s weight vectors, the binary
mask required for the feature reduction task is created. The position vector taken for the
ith swarm is 0; = (04;, 094, . . ., 0;), with the number of features in the feature space equal
to the number of features in the feature space. V; = (vy;, va;, . .., vy;) describes the related
velocity vectors, initialized at random using a uniform distribution. The 6, vector is used
in the generation of a reduced feature space based on Equation (19) listed below.

{ Tkd if de >0
LTkd =

The indication of number ‘1’ reflects the feature value taken for the particular location
which undergoes selection. The deep learning neural network is fed a reduced set of data
for computing the value of fitness. The reduced feature set and classification performance
are prioritized using the multi-objective fitness function [10,51]. The symbol represents
the fitness function in Equation (20) as follows:

No. of features in the selected set

A
MSE of selected feature set

* MSFE of all available features

f=ax

+(1—- )

(20)
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The velocity and location of the particles undergo modification for every ‘¢’ iteration
depending on their fitness or self fitness of their neighbors, as shown in Equations (21)
and (22) as follows:

gt = 0f 4 o+ (21)
vt = v 4 6w ok (p— 0) + 02 % 09 % (pg — 6;) (22)

where p is the inertial weight used in controlling the previous impact of velocities relative
to the current velocities. These constants reflect the acceleration constants d; and 5. oy
and oy are two integers generated at random from the range [0, 1]. Let p, and p; represent
the global and local best particles, while pyq and p;q represent the global best particle and
local best elements. The maximum speed is set in the range [0,1]. The local best has
been changed to highlight the importance of both the number of characteristics and the
accuracy of classification described in Equation (23) as follows:

0 i f(0:) > f (") and [6:] < [pi"""|

pi=19 6 i f(6;) = f (") and |6:] < |pf" (23)
P’ elsewhere

The p, global particle is considered best and is believed to be the biggest particle
present locally and discovered. If the current global particle is better than the current
local particle, it is updated iteratively. The velocities and particles are repeatedly changed
based on their own and the neighbors’ experiences. The achievement of global minimum
in the preceding iteration is the feature weight vector that is the most optimal. The
binary mask is finally constructed for demonstrating the selection of features at binary
value one and rejection everywhere else.

3.4. Deep learning neural network. The basic model of a deep learning neural net-
work, an autoencoder, is shown in Figure 5. As demonstrated in [11], the network with
two AEs stacked together is utilized in the proposed research. The two AEs are trained
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FIGURE 5. The structure of (a) A DLNN having stacked AE’s and (b) AE.
An AE is a kind of Artificial Neural Network (ANN) that learns efficient
codings from unlabeled input (unsupervised learning).
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individually and consecutively. The first AE receives the ‘X’ input feature vector, and it
is trained similarly to [11]. The first AE’s hidden layer is then utilized for training the
second AE. The first and second AE’s hidden layers are denoted by ¢;, © = 1,2,... and
si, i =1,2,..., T, respectively, in Figure 5(a). The ‘X’ feature vector serves as the deep
learning network’s input, while the classification layer is the output. The deep learning
network’s hidden layers are made up of the two (trained) AEs. The autoencoder training
method is given here. In the autoencoder [42], the vector input X € R goes encoding
in vector U, ¥ = [ry,ry,...,7]T, using Equation (24) as follows:

U= (WX + byy) (24)

The input and hidden layers are linked by the weight vector W € RY**, the bias
vector byy serves as the bias vector, and the sigmoid function ®(z) is specified as ®(z) =
1/(1+exp(—z)). The formula in Equation (25) is used to re-create the AE output & and
the re-construction is done from ¥ in Equation (25) as follows:

U:.X = (I)(Vt‘lf + bOUT) (25)

The bias vector is denoted by boyr, while V' € RY* denotes the weight vector con-
necting the hidden and output layers. By lowering the sparse mean square error allows
the AE’s weights and bias to be learned in Equation (26) as follows:

5 = ||X - Xb| |2 + Algweights + A2Qsparsity (26)

The variables gparsity and yeignes in the above equation correspond to sparsity reg-
ularization and L2 regularization, respectively. A; and A,, respectively, represent L2
regularization and sparsity regularization coefficients. A higher sparsity degree is pro-
duced by low values of the sparsity percentage A;. The regularization effect is improved
by generating negligible weight values and raising the coefficient A;. As a consequence,
employing a regularizer promotes sparse representation while avoiding the problem of
overfitting (underfitting). By following the procedures described above, the AE to be
obtained first is trained. Once the training procedure is complete, the first AE hidden
layer that corresponds to each ‘X’ is fed in the second AE as an input, and the bias and
weights of the second AE learn by the decrease of the reconstruction error. By reducing
the cross-entropy error produced at the layer of classification, the Deep Learning Neural
Network (DLNN) fine-tunes using the backpropagation technique.

4. Results and Discussion. The proposed method’s performance is evaluated using
three datasets in this section: the SBU Kinect RGB-D video sequences [54], the UT inter-
action dataset [38], and the Weizmann dataset [12]. To evaluate the suggested method’s
performance across all datasets, leave one out cross validation is employed. On Windows
10, the proposed technique is performed using MATLAB R2016a and a Core i7 CPU.

4.1. Datasets. Each pair of continuous videos in the UT interaction dataset [38] includes
six distinct ways of the interactions between two persons: Punch (PC), Hug (HG), Point
(PT), Kick (KK), Shake Hands (SH), and Push (PS). Every pair includes ten videos, one
from the parking lot and the other from a dynamic background. Exchange something
(EX), Depart (DP), Approach (AP), kick, hug, push, shake hands and punch, are among
the eight two-person interactions in the SBU Kinect interaction dataset [54]. The Weiz-
mann (WZN) dataset [12] has ten known background actions: Run (RN), Pjump (PP),
Jack (JK), Bend (BD), Walk (WK), Jump (JP), Side (SD), Skip (SP), Wave2 (W2) and
Wavel (W1).
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4.2. Experiment and analysis. Through the three different techniques, we processed
the videos used in an actual security surveillance project and compared the performance
of the various context modeling techniques. Figure 6 shows the sample frames and the
corresponding frames from the three methods when test with long video: frame difference,
approximate median, a mixture of Gaussians. The first frame is the original frame, the
second is the background frame, and the third is the foreground frame detected by each
method. We checked the methods with changed parameters in different scenarios to
decide which method to process the experiment data is the most effective. The results
of evaluating a long-time video (600 frames) are shown in Figure 6 as follows. Figure
6(a) displays the effects of the frame difference algorithm’s context subtraction. This
technique has the highest data processing speed, but a significant flow of the technique is
that a person must constantly be moving. It becomes part of the background if a person
remains still for more than a frame duration (1/fps). The history subtraction effects of
the approximate median algorithm are shown in Figure 6(b). This technique completes a
much better job of separating an individual from the context, and the pace of processing
is also rapid. This is because a long history of the visual scene combines the more slowly
adapting context, producing roughly the same result as if we had buffered and processed
N frames. Behind the guy, we can also see some trails.

This is because history is changed at a reasonably high rate (30 fps). The frame rate
is possibly lower in a real application (15 fps). The effects of the background subtraction
of the Gaussian algorithm mixture are shown in Figure 6(c). Compared to the above two
methods, the MoG is very slow to deal with video data, but separating individuals and

(a) Frame difference (b) Approximate median (¢) Mixture of Gaussians

FIGURE 6. Sample frames and the corresponding frames from the three
methods when test with long video: frame difference, approximate median,
a mixture of Gaussians. The first frame is the original frame, the second is
the background frame, and the third is the foreground frame detected by
each method.
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suppressing background noise is fine. However, there are some stages where the technique
breaks down, allowing much of the background to seep into the foreground. These points
lead to relatively fast illumination shifts. The results of evaluating a short time video
(60 frames) are shown in Figure 6. We also infer that Figure 6(a) indicates that the
FD approach is substantially worse than other approaches when a short video is checked.
There is also the issue of confusing the foreground with the past. Figure 6(b) shows that
the AMF approach is not as good as MoG, but it produces good results with extremely
fast implementation. Since it adapts slowly to an apparent shift in meaning, to learn the
new history, AMF requires several frames. Hence, in the outcome shown in Figure 6(b),
we can see obvious tracks. The best results are obtained by the MoG method, as shown
in Figure 6(c). The multimodal features of the MoG can be attributed to this. However,
the disadvantages of MoG are still clear. It is computer-intensive and involves careful
tuning of the parameters. The method does not function anymore when the threshold is
adjusted from 0.25 to 0.5. It shows the results of testing a short time video (60 frames) as
follows. We need to evaluate the individual target more precisely when the moving target
is detected from a stable and complex background. To locate each human body, we used
a rectangular box. We can see some parts of continuous regions in the foreground image
that correspond to nobody’s portions from the binary image. Usually, it is caused by light
changes and interference with equipment. Processing using the method of mathematical
morphology is a more satisfactory process. We may then obtain a more accurate moving
area of the human body.

We need to evaluate the individual target more precisely when the moving target is
detected from a stable and complex background. To locate each human body, we used a
rectangular box. We can see some parts of continuous regions in the foreground image
that correspond to nobody’s portions from the binary image. Usually, it is caused by light
changes and interference with equipment. Processing using the method of mathematical
morphology is a more satisfactory process. We may then obtain a more accurate moving
area of the human body. It is possible to take advantage of those assumptions to con-
struct a shadow classifier. A threshold on the difference is executed on the channel. The
threshold on the absolute difference shows better results on channel H. With our proposed
process, we checked the video used in the real surveillance project. The 60 frames of video
were processed in conjunction with the context subtraction method referred to in the last
chapter. After applying the method of mathematical morphology and region filling on
the detected moving region, we can monitor. Figure 7 shows a background environment
model and an image frame with a problematic shadow. The background subtraction op-
erator detects the shadow as a part of the object. Figure 8 shows an example of shadow
behavior in HSV color space for a sample background and image frame. We infer that

E(p) E@)-It

FIGURE 7. A background environment model and an image frame with
a problematic shadow. The background subtraction operator detects the
shadow as a part of the object.
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FIGURE 8. An example of shadow behavior in HSV color space for a sample
background and image frame. Analyzing the relations between pixels in
different channels is possible to obtain a set of classification rules for shadow
pixels (marked in the illustration by vertical dotted lines).

TABLE 1. Accuracy performance on different datasets in comparison with
the state-of-the-art methods

SBU interaction | UT interaction | Weizmann
Method

dataset dataset dataset
Huynh-The et al. [16] 90 91 91
Li et al. [29] 84 90 92
Ji et al. [19] 87 91 93
Chebi et al. [28] 87 91 93
DWT (a =0.2) 80 81 88
DWT + Harris (a = 0.2) 91 91 90

Our deep learning method 97.09 98.02 96.17

analyzing the relations between pixels in different channels is possible to obtain a set of
classification rules for shadow pixels (marked in the illustration by vertical dotted lines).
Table 1 determines the accuracy performance on different datasets in comparison with
the state-of-the-art methods. The results infer our method’s better performance with
an accuracy of 97.09% on the SBU interaction dataset, 98.02% on the UT interaction
dataset, and 96.17% on the Weizmann dataset. Table 2 gives the statistical values of our
method, determining the accuracy of our proposed method. The values are high for the
various parameters. This proves our method’s superior performance.

The outcomes shown in the graph in Figure 8 are relatively good. However, there are
still some issues; as shown in the figure, we can easily find that the algorithm for shadow
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TABLE 2. Statistical values of our method determining the accuracy of our
proposed method. Note that MCC stands for Mathews Coerrelation Coef-
ficient.

Specificity | Accuracy | Dice | F-Measure | Jaccard | MCC | Precision | Sensitivity
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FIGURE 9. Effect of sparse regularization (A2), sparse proportion and
L2 regularization (Al) on the percentage of accuracy while evaluating
for various number of hidden nodes of a DLNN having two AE’s: (a)
Al = 0,250; (b) A1 = 0.001,250; (c) A1 = 0.01,250; (d) A1 = 0,100;
(e) A1 = 0.001,100; (f) A1 = 0.01,100; (g) Al = 0,50; (h) A1 = 0.001, 50;
(i) A1 =0.01,50

removal is not good enough to decrease shadow impact. We do need to do further work
on the issue. PSO and Parzen particle filter algorithms are widely used in other fields
of study, such as management engineering, and industry planning. Musa and Adamu
[77] first suggested a moving target tracking system based on the PSO and particle filter
algorithm in our research community. We have used this methodology in our research to
track people more effectively. To detect and track a static and moving object that helps
us to solve the following problems, PSO and Parzen filter algorithm are suggested based
on template matching. Figure 14 shows the detected results using our algorithm. Note
the bounding box for the two persons in the 4th block of the figure. As it can be seen,
the human detected is very clear with our method.

This helps us to solve the following problems; PSO and Parzen filter algorithms are sug-
gested based on template matching. Two sparse AEs are separately trained to generate
weights taken initially for the deep learning neural network. The encoder side weights for
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FIGURE 10. Effect of sparse regularization (A2), sparse proportion and
L2 regularization (A1) on the percentage of accuracy while evaluating for
various number of hidden nodes of a DLNN having single AE: (a) Al =
0,250; (b) A1 = 0.001,250; (c) A1 = 0.01,250; (d) A1 = 0,100; (e) Al =
0.001,100; (f) A1 = 0.01,100; (g) A1 = 0,50; (h) A1 = 0.001,50; (i)
A1 =0.01,50

the first AE are established using weights present between the first hidden node and the
input layer of the DLNN. Similarly, the DLNN’s first weights and second hidden nodes
are used to set the side weights of the second AE (encoder). The AE uses the logsig
transfer function since it outperforms satlin and purelin. Trainscg and msesparse are the
loss function and the training technique used to learn the AE, respectively, while softmax
and cross-entropy are the loss function and activation function used in the DLNN neurons
output. The number of DLNN output neurons in the database changes in response to the
number of target actions. Both the DLNN and autoencoders are trained for 500 and 200
epochs, respectively. On the other hand, the inertia weight is adjusted regularly, and the
acceleration constants are set to 2. To minimize the gap between the reconstruction of
input feature values and their using AE, hyper-parameters such as sparsity regularization,
L2 weight regularization, and sparsity percentage are taken. The assessment of various
combined three parameters is given as an input into either a single or a double layer net-
work with a configurable hidden number of nodes for hyper-parameters to maximization.
With two stacked AEs and a single AE, Figures 9 and 10 illustrate how hyper-parameters
influence DLNN accuracy.

Sparse proportion is set to 0.02 to 0.1 with a 0.02 step, and sparse regularization is set
to 1 to 6 with a 1 step. One of three potential options for the L2 regularization coeffi-
cient is 0.001, 0.01 or 0. The greatest performance is noted when sparse percentage, 1.2
regularization, and sparse regularization are set to 0.02, 0.01, and 1, respectively. Several
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FIGURE 11. Confusion matrix on UT interaction dataset: (a) Set 1: With
PSO (a = 0); (b) set 1: With PSO (a = 0.2); (c) set 1: With PSO (a = 0.5);
(d) set 1: Without PSO; (e) set 2: With PSO (a = 0); (f) set 2: With PSO
(a =0.2); (g) set 2: With PSO (a = 0.5); (h) set 2: Without PSO

experiments conducted infer that 50 and 100 neurons are sufficient in the second and first
hidden layers, respectively, on the basics of computational complexity and accuracy. In
the performance analysis taken on the UT interaction dataset, there are two sets in this
dataset, having a dynamic background and the other with a static background, GMM and
background removal are done independently on set 1 and set 2. There are ten sequences
of videos in total for every activity. In each interaction, one of the sequences is used in the
testing, and the remained sequences are used in the training process. Figure 11 depicts
the confusion matrix of the UT interaction datasets. The recognition accuracies on the
UT interaction set for many acts such as a hug, shake hand, and push are excellent. The
punch and point actions are the most puzzling because the actions in both involve only a
little variation in the movement of hand. Furthermore, the foreground image generated by
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F1GURE 12. Confusion matrix on SBU interaction dataset: (a) With PSO
(a =0); (b) with PSO (a = 0.2); (c¢) with PSO (a = 0.5); (d) without PSO

UT interaction set 2 is less clear than that produced by set 1 of UT interaction due to the
occlusion and covered background. The movement patterns associated with interactions
such as punch, kick, and push are similar at some points in the UT interaction dataset,
indicating that they were mislabeled. Figure 12 depicts the SBU interaction dataset’s con-
fusion matrix. The diagonal elements are accurately identified, while the remaining values
are misclassified. The push, interactions apart, depart, and shake hand interactions prove
to work perfectly with a 100% classification rate. It involves whole-body movement rather
than simply leg movement. The action punch is often mislabeled as a push since the pos-
tures of both encounters are so similar. Unlike the SBU and UT interaction datasets, the
Weizmann dataset is designed for single person human interactions. The action sequence
of the foreground mask is clearly defined and utilized to go for further process. On the
set 1 and set 2, the best classification accuracy is 98.02%. The proposed method accuracy
rate is compared to the reported results by the current state of the art methods in Table
1. The results obtained are compared to state-of-the-art methods. Set 2 has a cluttered
background with trees moving, a spectator, and a camera jitter, among other challenges.
Method [32] utilizes the computation of gradient histogram and spatiotemporal interest
points for generating the feature. Our proposed method significantly outperforms the
other techniques with fewer features obtained from a single spatiotemporal volume. The
SBU interaction dataset includes both human-to-object and human-to-human interaction.
Because the series” depth-based images are given directly in this instance, thresholding is
used to get the foreground image.

The Weizmann dataset confusion matrix is shown in Figure 13. According to the graph,
classification accuracy for specific movements like side, jack, bend, skip, and wave reaches
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F1cURE 13. Confusion matrix on Weizmann dataset: (a) With PSO (a =
0); (b) with PSO (a = 0.2); (c¢) with PSO (a = 0.5); (d) without PSO

almost 100%. It can be seen that some misclassification happens in jump, run, stroll,
and wave. It is tough to recognize these activities apart since they all have comparable
structural and kinematic characteristics. As a consequence, specific instances of action
are more likely than others to be identified. Thus the suggested strategy outperforms
the methods described in [2,55]. When compared to the method used in [4] the proposed
study yields comparable results. Note the bounding box for the two persons in the 4th
block of the figure. As it can be seen, the human detected is very clear with our method.
The outcome of the detection process shows that the human position can be recognized
by our proposed system, as shown in Figure 8. In addition, the output indicates that
the target is more precise, and the position can be easily identified. In addition, it is
possible to classify the human position using the PSO algorithm and Parzen particle filter
and track multiple human movements for each frame, as shown in Figure 15. Moreover,
compared to the continuous detection method, our proposed method can monitor human
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F1GURE 14. The detected results using our algorithm. Note the bounding
box for the two persons in the 4th block of the figure. As it can be seen the
humans detected are very clear with our method.
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F1GURE 15. Tracking result based on our proposed method

activities before or after the overlap between objects in Figure 8 — An example of shadow
behavior in HSV color space for a sample background image frame. The relations can be
analyzed in different channels to obtain a set of classification rules for the shadow pixels
and are illustrated by the vertical dotted lines in Figure 8. And when all of these objects
are overlapped, it is capable of discriminating against two distinct object movements.

5. Conclusions. This article presents a deep learning framework for human action recog-
nition. It involves the identification, segmentation, and tracking in smart video surveil-
lance monitoring around a huge truck. We processed videos taken by a fisheye camera
(FOV) which can cover more than 180 degrees of FOV, so we can use fewer cameras to
track the entire environment. To decrease computational complexity, the characteristics
of video frame sequences are reduced using the particle swarm optimization detection
method.

If the scene is still stationary, the detection of moving individuals is handled using
the correlation tracking method. Finally, the efficacy of the approach is assessed using
a deep learning neural network. Because the information in the autoencoders is trained
independently, the information in the autoencoders is passed to the deep learning neural
network to identify human actions. Based on the Hue Saturation Value color space, our
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deep learning approach also conducts atomic morphological operations including shadow
removal. Our technique can successfully track objects with low contrast and prominent
characteristics against the background. We conclude that our method improves track-
ing stability and enhances the robustness of the tracking process based on the quality
of the tracking data. Amongst the three distinct context modeling techniques evaluated
on-ground video sequences in human body motion detection, the Gaussian mixture pro-
duces the best results but has the slowest processing speed. The good results and faster
processing speed are given by an approximate median. To strengthen the robustness of
our software against ambient noise, light changes and other factors of effect have also been
taken into consideration. Many video data have been examined in this research, such as
single and multiple human gestures with distinct directions. On the other hand, in the
proposed process, our tracking module can track the human position in a stable manner.
Our statistical results infer that our method performs better than all the current state-of-
the-art methods by an increase in accuracy of 5%, 6% and 7% on the Weizmann dataset
SBU interaction dataset and the UT interaction dataset respectively. In our future work,
we will focus more on enhancing the processing speed.
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