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ABSTRACT. Mobile edge computing (MEC) is a promising technology for improving la-
tency in mainly real-time applications, such as smart airports, smart maintenances, and
AR/VR. And it is an effective technology that helps local servers or the cloud to re-
lease the network overload at a rush time. However, an alternative network environment
and mobility-agnostic trajectory brings mew challenges for minimizing communication
latency. To solve these challenges, we present a resource allocation scheme based on an
artificial potential field (RAAPF), which provides an adaptable resource allocation in
the tradeoff between distance and mode capacity conditions. Futhermore, the potential
energy of RAAPF is transformed into a knapsack problem in the MEC to optimize the
latency, and a heuristic algorithm is applied to finding the optimal solution. The simu-
lation results show that the latency of our method is reduced by 25% compared to that of
mobility-agnostic online resource allocation within a few node numbers; the latency gap
between the two methods increases significantly as the number of nodes increases, and
our scheme can always achieve a lower latency performance under different scenes.
Keywords: Mobile edge computing, Resource allocation, Artificial potential field, La-
tency

1. Introduction. Mobile edge computing (MEC) is a paradigm for the decentralization
of traditional cloud computing, which realizes “the last 100 meters” [1] data communica-
tion and results in a lower latency because of shorter transmission distance. A low time
delay is a key index for real-time applications, such as HD live [2], AR/VR [3], target
tracking [4], automatic drive [5], and novel coronavirus monitoring systems [6]. The 5th
generation mobile networks (5G) combined with the Internet of Things (IoT) in MEC
conduct large-scale communication and bring users a faster experience with restrained
bandwidth [7].

MEC is proposed to share the pressure of the cloud and is designed to cope with tasks
with feasible costs [8]. Instead of tasks moving to the remote cloud for mobile computing,
MEC can be viewed as “cloud closer to the ground” [9]. The mobile edge server is located
at the edge of the wireless network, closer to the user than the cloud, and can efficiently
provide services to the surrounding users. MEC allows mobile terminals to migrate com-
puting tasks to nearby mobile edge nodes, such as cellular base stations [10] and Wi-Fi
access points [11]. Meanwhile, some data at the edge of the network can be processed and
shared. Compared with cloud computing, MEC features low latency, location sensitivi-
ty, and improves quality of service (QoS) for streaming media and real-time applications
[12, 13]. In addition, the development of artificial intelligence (AI) has become one of the
most prevalent technologies for providing convenience and entertainment for users. MEC
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is a practical technology that transforms some tasks from the local side to the edge node
server to ensure a stable quality of experience (QoE) and reduces local CPU pressure
[14]. Simultaneously, the distance between the user and the service node becomes closer
by constructing the MEC frame. Furthermore, edge nodes around user terminals bring
considerable signal coverage [15].

More available nodes indicate more choices of resource allocation for users. How to
reduce service delay, including transmission delay and executing delay, is regarded as a
mathematical programming problem under constraint conditions [16]. In [17], the authors
proposed an IoT-Cloud model that improves the transmission delay and executing delay
by optimizing the resource allocation strategy in MEC. The works in [18, 19] showed that
using an unmanned aerial vehicle (UAV) in communication can reduce signal power fading
because of the multipath effect and the end-to-end distance. Additionally, UAVs can be
flexibly deployed in places where many land-based devices cannot reach; thus, MEC based
on UAVs can be applied in some real-time scenes to satisfy a particular service. In [18],
the tasks obeyed the queuing theory when selecting servers; however, the scheme was
impractical because it only considered the task arrival rate but ignored the task size. The
wireless connection is multi-cross within the signal coverage for an MEC communication
system, and each edge node can share the workload on user terminal. The tasks are
gathering and waiting for available feasible edge nodes that may be busy processing the
previous tasks, and the targeted-direction tasks are transformed to the target nodes. In
MEC framework, the users want to submit their tasks to edge nodes for rapid processing.
The tasks will generate a task queue on an edge server. The server will allocate the tasks
to select edge nodes. For example, edge node 1 is processing tasks which arrived in the
task queue at the last time slot, and edge node 2 is selected to process the tasks at the
current time slot. Other edge nodes are waiting as candidate nodes to be assigned tasks,
please refer to Figure 1.
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FiGure 1. MEC framework

However, the actual communication environment is complex, and many problems need
to be addressed, such as multipath reliability. Although more edge nodes bring a less
sensitive delay [20], the service cost is expensive and uneconomical. Many recent works
have paid more attention to the optimization algorithm for known resource allocation [21]
rather than seeking an optimized task transmission solution, which deteriorates arithmetic
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complexity and ignores the spare nodes in the whole communication environment. In this
study, we use a heuristic algorithm (HA) to construct a resource allocation scheme which
can assign reasonable edge node to tasks considering the distance, capacity, computing
power, and task size.

The contributions of our work can be summarized in the following.

e We propose an artificial potential field in MEC and construct an RAAPF method.
The computing power, remaining storage capacity, task size, and distance are built and
restrained. Aiming at a min-latency scheme with various edge nodes using the RAAPF
method, we find a solution when mathematical programming is established.

e The potential field is transformed into an NP-hard problem. To solve this problem, a
knapsack model is established. The optimal solution is then determined by the simulated
annealing algorithm (SA). The complexity of the SA is O(NV), where N is the total number
of available edge nodes.

e Whether the model is in 4G or 5G, and whether the network status is free or busy,
the RAAPF could carry out the best edge node selection in our experimental environ-
ment. Compared with the mobility-agnostic online algorithm (MOERA) [22] based on the
regularization technique, the results show that RAAPF method provides users with an
optimal scheme for task offloading, which achieves significant optimization for latency.

The rest of this paper is organized as follows. Section 2 introduces the related work
and proposes an efficient framework for MEC networks and presents the similarities and
differences between the artificial potential field and MEC field. We explain why the arti-
ficial potential field is adaptable to the MEC environment. In Section 3, the problem is
formulated, and we propose an SA to find the optimal solution. Section 4 establishes the
model under many restraint conditions. In terms of latency, for different user numbers,
node numbers, CPU speeds, and task sizes, our model achieves better performance than
other methods. We discuss some practical issues in Section 5. Finally, Section 6 concludes
the paper and introduces future work.

2. Related Work.

2.1. Edge computing. Computing offloading involves offloading decisions and resource
allocation. The offloading decision mainly solves the problems of how to offload, how much
to be offloaded, and what to be offloaded.

The offloading decision can be divided into dynamic offloading and static offloading
[23]: static offloading means how to migrate the tasks which are determined before the
offloading; dynamic offloading refers to how to migrate the tasks which are undetermined,
and it needs to dynamically change the offloading strategy.

The user of edge computing divides the tasks that need to be processed, and trys
to maintain the functional integrity of each part of the program after segmentation to
facilitate resource allocation. A user terminal consists of a code parser, system parser,
and decision engine [24]. Consequently, an offloading decision requires three steps [25].
First, the code parser determines which task can be assisted based on its application
type and code/data partition. Second, the system parser is responsible for monitoring
parameters such as available bandwidth, the size of data to be offloaded, or the energy
consumed to execute the local application. Third, the decision engine determines whether
to offload or not. In general, there are three means to calculate the offloading decision:
local execution, full offloading, and partial ofioading, respectively.

The optimization objectives of the offloading decisions can be divided into three types
[26]: optimizing latency, optimizing energy consumption, and weighing latency and energy
consumption. In detail, as for offloading decision to minimize latency: service latency,
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which affects QoE, is a critical performance index. For real-time applications, the latency
caused by task migration from the user terminal to the cloud is difficult to be accepted.
All offloading decisions must meet the latency constraints in each mobile edge node.
Therefore, to meet QoE requirements, an offloading decision to minimize latency for real-
time applications is necessary. And for offloading decision to the tradeoff between latency
and energy consumption: according to the specific requirement for some applications,
researchers trade off the time delay and energy consumption to carry out the least cost
loss. However, simply optimizing the service delay and ignoring the energy consumption
of the mobile terminal will lead to a rapid decline in the battery power [27], which will
lead to a reduction in QoE.

In addition, resource allocation focuses on how to allocate resources after the user termi-
nal decides to offload [21]. Research on resource allocation mainly includes centralization
and decentralization. For centralized resource allocation, the MEC server considers all the
mobile information, including channel status information and computing requests, makes
a resource allocation decision, and informs the mobile device of this decision. However,
multi-users and multi-MEC servers are distributed in actual application environment,
which has high computational complexity and extensive limitations [28]. Researchers
present a series of distributed resource allocation algorithms to solve these problems
29, 30]. Kim et al. [31] proposed the method of logistics allocation, and its distributed
resource allocation brings inspiration to the resource allocation scheme of edge computing.

With the rapid development of [oT, edge computing focuses on improving the QoE on
various application scenes to overcome the long-latency challenge. Many previous works
have proposed deploying servers in the edge network to obtain short-distance communica-
tion and low latency [32]. The resource allocation scheme in edge computing is significant.
Machine learning is used in a sophisticated and huge communication network to obtain
an adaptable value to meet user requirements [38]. Some heuristic algorithms, such as
ant colony optimization (ACO), simulated annealing algorithm (SA), and particle swarm
optimization (PSO), are applied to solving the optimal value in a complex mathemati-
cal model [34, 35]. Under many constraints, the min-latency problem is transformed into
mathematical programming, for example, the problem is convex optimization using the
Lagrange multiplier method, KKT, etc. [36, 37]. Building a neural network with a pre-
pared training set, machine learning is still a prevalent method for pursuing the least loss
function. However, the complexity is relevant to the neural network structure, and the
convergence is difficult to guarantee [38]. Heuristic algorithm is a common solution for
minimizing an objective function [39]. For the deployment of edge nodes, UAVs can set up
an available wireless communication link anywhere without constraints to resolve channel
fading due to the multipath effect caused by dense buildings [40]. However, because of
the flexible but expensive costs of the deployment of UAVs, UAV communication in edge
computing is used in a special area, whose energy consumption cannot be guaranteed.

In this paper, we propose a resource allocation method for optimizing the latency
on full offloading. To find the most feasible edge node for each user at time slot ¢, the
attractive potential energy is proposed, which is combined with the artificial potential
field. To find the most suitable nodes for users, we consider the four indexes: node capacity,
computational power, task size, and communication distance, respectively. The technique
for order preference by similarity to an ideal solution (TOPSIS) method is used to score
for each node to the user. We sort the result and transform the problem into a knapsack
problem using SA. Combined with a rational scheme and heuristic algorithm, resource
allocation based on an artificial potential field is proposed.
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2.2. Artificial potential field. The traditional artificial potential field method assumes
that the robot is moving in an abstract artificial force field. The artificial field consists
of a repulsive potential field and an attractive potential field in the workspace. The
goal position produces an attractive force that makes the mobile robot move toward it.
In addition, obstacles generate a repulsive force, which is inversely proportional to the
distance from the robot to the obstacles and is pointing away from obstacles. The robot
moves from high to low potential fields along the negative of the total potential field.
Consequently, the robot moving to the goal position can be considered from a high-value
state to a low-value state. The artificial potential field method, including attraction and
repulsion fields, is common for local path planning. The attraction force is generated by
the goal point, which causes the item to move toward its direction. The repulsion force
is generated by obstacles, which prevents the item from colliding with them. Setting the
attraction and repulsion force in a special area, the item tends to move along the tendency.
This tendency is the direction of gradient descent. The resultant force on the item at each
point along the path is equal to the sum of the above two forces. The formula for the
attraction field function is as follows [41]:

Uatt(Q) = %€d2(Qa ngal) (1)

The attractive force is given by the negative gradient of the attractive potential, where
¢ is a positive scaling factor, d(q, gzoa) is the distance between robot ¢ and goal ggeq-

The derivative of the attraction field with respect to distance is obtained, and the
gravitational force formula is as follows:

Foe(9) = Ug(9) = £(4, qgoat) (2)

The repulsion field corresponds with distance and electricity; the formula is as follows:
1 1 1\ .

=4 2" g ) A0 < @

O> if p(Qa QObs) > Po

where 7 is a positive scaling factor, p(q, gops) denotes the shortest distance from robot ¢
to obstacle, and pg is the largest impact distance of the obstacle.
Similarly, deriving repulsion field with respect to distance, the repulsion force is

1 < 1 1 )2 £ ) <
) |, i p(qg,qms) <p
Frep(q) = Ulop(@) = & 27\ p(a:4obs)  po0 b= 10 (4)
07 if p(q7 qobs) > £o

When the attractive and repulsive forces are equal or almost equal, the potential force
of the robot is zero. This causes the robot to be trapped in local minima or oscillations.
However, the MEC potential field differs from the artificial potential field. The main
difference is that there is no repulsive force in the MEC scenario. To find the optimal
global solution, the RAAPF with an SA algorithm is proposed.

3. Problem Formulation.

3.1. MEC field formulation. For the MEC field, there are some commons and differ-
ences between the artificial potential field and MEC field, as shown in Table 1. Artificial
field is suitable for path planning to search for the shortest path. Similarly, resource al-
location means finding a proper node for a user to obtain the minimum potential energy
including task size, communication distance, node residual capacity, and computation-
al power. According to the artificial potential field Formulas (1)-(4), we know that the
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TABLE 1. Comparison with artificial potential field and MEC field

Artificial potential field MEC field

Transmitting terminal Negative charge User terminal
Receiving terminal Positive charge Edge node
Workload Quantity of electric charge Task size

Direct transmission/

Transmission mode Direct transmission .
spreading the task
Node capacity,
. tational
Impact factor Charge amount, distance compu atl'ona DOWET,
task size, and
communication distance
Interference Interference between adjacent Signal interference
electronic fields between adjacent nodes

TABLE 2. List of main notations

Symbol Meaning
I The feature index matrix of edge node
C The set of edge node capacity
f The set of edge computing power
q The set of task size
d The set of communication distance
q The forward index of task size
d The forward index of communication distance
I The standardized feature index matrix of edge node
1 Attactive potential energy

Zsut  sth node could supply resource for uth user at ¢ time slot
Au Total task size for uth user

movement trend of an item is proportional to the nodes capacity and computing power.
Because MEC prefers to deal with disassembly tasks, QoS deteriorates because of long
distances, which results in an expensive cost. Obviously, the movement trend of tasks is
inversely proportional to the task size and distance. The index item table is shown in
Table 2.

It is assumed that there are four indexes for edge nodes in the MEC field, namely, node
capacity, computational power, task size, and communication distance. In the MEC field,
the larger node capacity and computing power are, the easier it is to attract tasks. The
above two indexes items are called maximum indexes. The smaller size and communication
distance are, the better the communication quality can be guaranteed. The above two
items are called minimum indexes. The minimum index can be directly subtracted from
the maximum value of the index to get the forward index. The formulas of task size and
communication distance are as follows:

¢i = max{q} — ¢ (5)
d; = max{d;} — d;; (6)
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For n nodes in the MEC field, the matrix of four indexes is as follows:

Ly Ly Iis Iy G Ao dy

I [2.,1 [2.,2 I3 [2.,4 _ ?2 sz o d'2 (7)
In,l In,2 In,3 In,4 Cn fn (jn CZn
For the ith edge node, the feature index vector is shown as follows:

Here, C; denotes the present capacity of the ith node. f; denotes the CPU computing
power. ¢; and d; denote the ith task size and communication distance after forward
processed, respectively. Then, in order to eliminate the influence of different dimensions
of indexes, the forward matrix is standardized, and its standardization formula is as

follows: .
~ Ii,j — Il’llIl{[Lj,Ig,j,...,[nJ}

I max{[l,j, [27]', ceey INJ} - mlH{ILj, IQJ, ey In,j}

For the maximum solution [ *, it can be expressed as follows:
I = (f;,f;,...,f;;)
= (max{cl, Coy ... 7CTL}7 max{flv f27 R fn}7 max{q], qA27 ) én} 9
max{cil,@,...,cfn}> (10)
For the minimum solution / ~, it can be expressed as follows:
I~ = (fl‘,fg,...,f;)
= (min{clv Co, ...y Cn}a min{fh f27 ceey fn}7 min {quv qA27 sty qAn} )

min{dl,dz,...,dn}) (11)

Finally, the potential energy of the ith node could be calculated as follows:

t (mo 7Y

Zj:l (Ij - Ii,j)
o 4 a_ Y s (=Y
>i—1 (Ij - Im’) 4/ 2 (Ij - Im’)

Here, p; is the attractive potential energy for the ith node. The communication quan-
tity caused by multipath interference is ignored in the MEC field; only the attracted
potential energy is considered. An edge node with a large capacity provides more cache
to facilitate the next task invocation. The communication quantity corresponds directly
to transmission distance. The signal is affected in the channel with long-distance, such as
Gaussian noise and multipath fading, which reduces the signal-to-noise ratio and increases
the bit error rate. In addition, because each edge node has limited computing resources,
every node has more attractive potential energy for small tasks. The potential energy
of each node to attract user requests in the MEC field is given by Formula (12). The
simulation structure is shown in Figure 2.

(9)

(12)
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In Figure 2, a task is processed as follows:

1) User equipment (UE) uploads requests to the domain name system (DNS) server
when an IoT user submits her tasks to the MEC service.

2) The requests are received by the DNS server, and the location information is sent to
the controller.

3) Meanwhile, as a node set, each edge server provides information about capacity,
computing power, work state, etc., to help the UE choose some feasible nodes.

4) According to the existing node information, the controller combines with the RAAPF
method to select the most suitable node for the corresponding UE.

5) The DNS server chooses the target edge server for each requested UE and the com-
munication channel between the UE and edge server.

6) UE sends tasks to the selected edge service. The edge service deals with the task of
costing a certain executing time.

7) The result is received by the UE, and the users request is met with the RAAPF
method.

RAAPF method combined with artificial potential field and simulated annealing mea-
sures the potential energy of each task to the node. Through standardization and forward
procession, the TOPSIS method is used to calculate the maximum solution and minimum
solution for many impact indicators. The problem of resource allocation is transformed in-
to the knapsack problem. The MOERA method is a mobility-agnostic online algorithm.
In order to reduce the delay of the whole communication scenario, all nodes are in a
working state. Therefore, the user’s task is broken down. For user tasks that cannot
be decomposed, additional delays will be generated. Compared with MOERA, RAAPF
method takes nodes as research objects. By scoring the four indexes of the user task, the
potential energy attracted by the node to the task was calculated under the MEC field.
RAAPF method can overcome the linearity deficiency of the MOERA method significant-
ly and can find the global optimal solution and jump out of the local optimal solution.
The RAAPF method is shown in Algorithm 1.

3.2. Knapsack model setting. The knapsack problem is a combinatorial optimization
non-deterministic polynomial (NP) complete problem. As for the MEC, the potential
energy could be regarded as the value of the item, whose impact factor is determined by
Formula (12). The node capacity is regarded as the present weight of the knapsack. The
value and weight of the items in the knapsack are dynamic, as shown in Formula (13).

C; Choose the ith node
AC =< C; —Ciy11, Replace the ith node with the (i + 1)th node (13)
Ciy1 — C;, Replace the (i 4+ 1)th node with the ith node
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Algorithm 1: RAAPF

01: Initialize velocities and positions of users and nodes randomly.
02: Calculate the distance d; ;

03: For 7, j do

04: For C;, f;, q;, do

05: Calculate u; for each user and node.

06: Use logarithmic function to reduce differences.

07: Find the maximum value of u corresponding to each node direction, and
the rest of the u is called —1.

08: For each row, if u is not all —1, that means the optimal scheme needs to
be selected for different number of users for the same node.

09: Solve the knapsack problem and select the user who could process at this
time slot.

10: Calculate Tuploading7 Temecuting7 and Tdownloading.

11: End for

12: End for

Mathematical programming with constraints is shown as follows:

U= max Z Z i (14)
i

Ci.fi,83,ds
s.t. Z gz < C; (14a)
J
T 5 S 0, 1 (14b)

Our object is to maximize u for each user connected to a selected node. We notice
that the total potential energy w consists of each node potential energy and offloading
factor. Constraint (14a) guarantees that the capacity constraint for each edge node is
not violated. Constraint (14b) ensures that potential energy is generated only when the
task is offloaded. z; ; is an offloading factor for each node-to-user service. z; ; = 0 means
the jth task is executed in local terminal, and z; ; = 1 indicates the jth task is offloaded
on the ith node. Constraint (14c¢) ensures communication distance is within the range
of the edge node, and the communication distance is no more than L to ensure that the
signal can cover the users. An SA algorithm is applied to solving the knapsack problem
and finding the optimal offloading computing solution of the allocation resource. SA is a
common optimization algorithm and an extension of the local search algorithm. However,
it is different from the local search algorithm because it selects a state with a large target
value in the neighborhood with a certain probability. SA has powerful global search
performance because it uses many unique methods and technologies. The SA guides its
search direction by changing the probability. The probability is used to guide the search
process to move towards the region with a better solution. Although it seems to be a
blind search method, it has a clear search direction.

The core idea of the SA is to randomly select points in the search area. Using the
Metropolis criterion shown in Formula (15), we gradually converge the random moving
point to the local optimal solution. The Metropolis criterion provides the opportunity to
make the random moving point jump off the local optimal solution and continue to search
for the global optimal solution.
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0, m4+Am>m
p_ 1, m-+Am <mand Af >0

A
exp <_Tf) , others

Then, the uploading time and downloading time correspond to the distance, task size,
and uploading/downloading speed. The executing time is generated by the CPU to ana-
lyze and process the tasks. The above three indexes are denoted in Formulas (16), (17),
and (18), respectively.

(15)

Ts,u,t

uploadzng Z Z Z U2n8 LY (16)

Uuploadzngt

Ts,u,t

Tdownloadzng Z Z Z n2“3 ot du (17)

Vdownloadingy

executzng Z Z Z qu (18)

Here, A, = >, >, Tsu¢. Formula (19) denotes the total latency, which is the sum of
the uploading time, executing time, and downloading time.

T = Tuploading + Tewecuting + Tdownloading (19>

3.3. Time complexity. It is convenient to check that the RAAPF algorithm can be
finished in polynomial time since it only relies on solving a series of linear programming,
from which we choose the simulated annealing algorithm due to its practical performance.
As shown in Algorithm 1, the time complexity of simulated annealing algorithm is O(N) *
O(1) = O(N), where N is the total number of available edge nodes in each observation.
The optimal total delay and reasonable resource allocation are achieved after obtaining
the potential energy u for every iteration (j < ).

4. Evaluation.

4.1. Experiment setups. The simulation software is compiled by MATLAB2020a. The
computer CPU is Intel(R) Core (TM) i5-9300H CPU@2.40GHz, and the RAM is 8.00GB.
For each row of edge nodes in matrix u, every value is obtained as the feasible solution
to the knapsack problem. SA is applied to exploring the optimal solution for the mi-
gration of the task. Three methods, MOERA, RAAPF, and OPT, were compared with
the latency under different parameter settings. MOERA decomposes the user requests
into sub-tasks based on the regularization technique, which makes full use of all nodes in
the communication environment [22]. Our proposed RAAPF method is inclined to the
existing edge servers, and user requests information for optimizing SA latency. OPT is
based on RAAPF, which eliminates the impact of RAAPF randomness and achieves the
best performance.

4.2. Experiment results. Figure 3 shows the optimizing latency under different num-
bers of nodes with a free/busy status of 4G/5G. When many nodes in the model are
occupied, RAAPF has few available option, similar to a greedy algorithm. As the number
of nodes increases, RAAPF has a few available options to find a better solution. There-
fore, latency has a tendency to decline in a short period. For the free status, this tendency
is stable because each node has sufficient capacity to host and process tasks sent by users.
However, for a busy status, the delay increases linearly after a short decrease. This is
because there is not enough capacity on each node to deal with the current tasks, and the



INT. J. INNOV. COMPUT. INF. CONTROL, VOL.18, NO.5, 2022 1423

3500+

—a— MOERA sp0 *—MOERA
3000 (=—#=—RAAPF —&—RAAPF
——c s [=—te— OPT
2500 400+
= @
= =
Z.2000 £
& ?300
B 1500 B
3 5 200
1000
cagd 100
0 T T T T 0 T T T T
0 5 10 15 20 0 5 10 15 20
Node number Node number
(a) 4G free status (b) 5G free status
4000 -
—s— MOERA 5004 = MOERA
35001 |—e—RAAPF —e—RAAFF
30004 [—+—OPT e —a— OPT
"gzsoo ’g
S’ \-/3 =
2000 g 00
3 B3
5 1500 = 200
1000 4
1004
500 -
0 " : : ; 0 ; : : ‘
0 5 10 15 20 0 5 10 15 20
Node number Node number
(c) 4G busy status (d) 5G busy status

FiGUurE 3. Latency comparison in different scenes

tradeoff between queuing the task and offloading task at the node farther away. The la-
tency with the RAAPF method is reduced by 25% compared to that of mobility-agnostic
online resource allocation within a few node numbers; the latency gap between the two
methods increases significantly as the number of nodes increases. In detail, when the num-
ber of nodes is small, the total communication delay of RAAPF method and MOERA
method is similar. When the number of nodes increases to 20, the delay gap widens
significantly. In addition, latency result that the potential energy is proportional to the
task size, and the delay is inversely proportional to the upstream and downstream speeds
of 4G/5G. When RAAPF meets 100 users and ten edge nodes’ services, the tradeoff be-
tween queuing the task at the node and offloading the task farther away is considered.
Owing to the fast CPU executing speed, it is evident that 4G’s upstream and downstream
transmission speed is slower than those of 5G. Therefore, under the 4G network, the tasks
prefer the nearest queuing solution. For 5G, waiting for the queue and migrating to other
nodes lead less time delay.

There are ten nodes in the test range, and the CPU frequency of each node is set to be
1024MHz, the latency generated by the two methods with different numbers of users is
shown in Figure 4. The figure reveals that RAAPF is more suitable for scenes with a large
number of users. The MOERA method prefers linear segmentation of data processing and
has a better performance for a small number of users. With the same number of nodes,
increasing the growth of users will cause communication queuing and congestion. Because
of the time gap caused by different waiting times and processing times, RAAPF has more
potential than mean fragment filling in MOERA when the number of users is growing.
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Under 4G, when the number of users is small, the delay of RAAPF method and MOERA
method is very close. When the number of users increases to 100, the delay optimization
of RAAPF scheme is 60.3% compared with MOERA scheme. RAAPF is already better
than MOERA when the number of users is small under 5G. When the number of users
increases to 100, the delay optimization of RAAPF method is 43.8% compared with
MOERA method. We can get that the RAAPF method is suitable for scenarios with
high network speed and heavy traffic.

The relationship between CPU speed and time delay is shown in Figure 5. The CPU
speed primarily affects task executing time. With 20 users and ten nodes, different CPU
speeds for each user require different times. In this figure, we can see that the lack of
node computational power leads to task queuing and fails to meet the delay requirements.
With continuous improvement in the CPU processing capacity, the delay decreases expo-
nentially. This indicates that the computation capacity of the edge nodes plays a decisive
role in the delay of task processing. As the CPU processing power increases, the delay
tends to stabilize. This is because the available computing power can handle the tasks of
users. However, the requests to the edge are generally small. Therefore, edge computing
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does not need to deploy powerful computing nodes to meet users’ requirements of high
reliability and low delay.

Figure 6 shows the effect of different task sizes and the task distribution on time delay.
In Figure 6, we can see that the task distribution has little impact on the delay. And
with the request size increasing, the delay in the RAAPF method varies almost linearly.
It reflected that the RAAPF is sensitive to the request sizes. It affects the weight in the
knapsack problem, which may cause a direct impact on the outcome. And for MOERA
method, because the total tasks are distributed to the whole edge nodes in communication
scenarios, each edge node is processing tasks all the time. So the latency is convergent
with a small task and strong node capacity.
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FIGURE 6. The influence between the request size and latency

5. Discussions. We now discuss some practical issues in implementing the proposed al-
gorithm in real systems. What has been analyzed above, our proposed RAAPF method
is suitable for scenarios with large numbers of users. RAAPF method can be applied to
scenarios with large-scale nodes and users in smart airports, such as intelligent check-in
and airport vehicle supervision. An edge cloud can be deployed in the scenario center
and calculate the potential energy for node-to-user. According to Formula (12), the in-
dexes, such as node capacity, computational power, communication distance, and task
size, have been normalized and forward processed through the TOPSIS method. Sim-
ulation results show that the proposed RAAPF method can minimize communication
delay. In addition, when the number of users increases, the minimum latency is required
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compared to other resource allocation schemes. It can be seen that RAAPF method has
better performance and can be well applied to airports, stations and other communica-
tion scenarios with heavy workload. Another issue is the workload distribution among
the edge nodes. It is envisioned that modern mobile applications that are compatible
with edge computing will be refactored based on the microservice architecture paradigm.
With this microservice-based architecture, application requests can be partitioned and
served by multiple instances of microservices on different edge nodes. Each instance of a
microservice can be scaled separately by assigning an appropriate amount of resources to
it.

6. Conclusion. In this paper, we proposed an RAAPF scheme that indicates how to
choose and transform different nodes with the user moving randomly to achieve low la-
tency. We formulated the relationship between min-latency and other performance indices
as mathematical programming problems. Then, we solve these problems by considering
two cases. 1) RAAPF provides an adaptable scheme for sensitive-latency applications in
short-distance communication. 2) The QoS is guaranteed by the MEC, and the optimal
latency is an alternative with an increasing number of nodes. For the first case, we con-
structed a formula to solve the best value of the artificial potential energy in our model.
The scheme considers the effects of the significant and necessary parameters connected
with well-communicative edge nodes. In the second case, the edge node scale is larger,
and the signal coverage is wider. In a well-coverage signal environment, the complexi-
ty of multi-hop communication is decreasing, which results in a smooth communication
network to improve the users QoS. The QoS of the 5G communication channel is more
reliable than that of 4G. The numerical evaluation shows that the proposed algorithm is
similar to MOERA in a busy state. Communicating with nodes as the number of nodes
increases, the probability of the best choice we obtained is high; thus, we could have
a low-latency service. Furthermore, the QoS and latency of 5G communication, on the
short distance between the user and node, is superior to 4G.

However, the situation in the communication environment is complex and diverse. The
RAAPF model needs a more reliable feature of information to further optimize the sched-
ule of resource allocation so as to be more adaptive in order to be applied to extensive
senses in the MEC field. We leave this for future exploration.
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