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ABSTRACT. In this paper, we propose a method to improve the accuracy of traditional
object detection algorithm for dynamic objects in video. This paper focuses on the flames
and smoke of the real fire. Generally, when detecting fires, we only care about those
burning flames, and do not need to detect static flames such as candles, which increase
the false rate of our algorithm. This paper compares the performance of three main object
detection algorithms in fire detection, and selects the algorithm that satisfies both real-
time and accuracy requirements. This paper also proposes and compares two methods
of eliminating static targets in video detection. In order to eliminate static flame, we
apply the simple linear iterative clustering (SLIC) to the “you only look once” algorithms
(YOLOs). We also believe, the algorithm proposed in this paper may be applied to other
video detection fields.
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1. Introduction. In recent years, frequent forest wildfires have increasingly aroused pub-
lic concern about fire disaster. An uncontrolled fire can cause great destructive power and
seriously threat human health and property. In 2014 alone, fire disaster losses in the Uni-
ted States amounted to nearly 2% of gross domestic product (GDP) [1]. The frequent
occurrence, changeable location and serious damage make fire become one of the most
worrying disasters in modern society. Therefore, an effective fire early warning method
that can cope with complex environment is particularly important. Consider that smoke,
not flames, comes first before a fire. Currently, the most commonly used technology is
smoke sensors to detect smoke from fires. However, affected by the performance, only when
the smoke concentration is high enough, can trigger the sensor, which greatly reduces the
timeliness of fire detection. In addition, smoke sensors cannot detect the location or size of
the fire [2]. At the same time, with thousands of cameras installed all over the city, Skynet
allows city managers to easily call up massive amounts of video surveillance. Considering
the existing large-scale hardware facilities, we can use video detection to detect urban
fire, and only need to transplant a set of algorithms, without additional hardware costs.
Nowadays, deep learning plays an increasingly important role in the field of image and
video detection. Pioneers in the field of computer vision have proposed a large number of
target detection algorithms. In the field of video detection, the most classical algorithms
[3-6] usually improve the performance of the algorithm from two perspectives of improving
accuracy and reducing detection cost [7]. Even so, these video detection algorithms are still
very slow and require very good hardware to work. This requires major improvements to
existing monitoring equipments, and these operations still incur high costs. Considering
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the above factors, we adopted a more mature object detection algorithm, first divided
the video into frames, and then calculated whether each frame contained smoke or flame.
Existing target detection algorithms, such as SSD [8], Faster R-CNN [9] and YOLO [10,17]
series, are very mature and can meet the requirements of real-time and accuracy at the
same time.

However, the biggest problem that object detection algorithms usually face in applica-
tion is false detection, which detects static flames and clouds as dynamic targets when
fire occurs. Therefore, this paper hopes to eliminate the interference of static targets and
improve the accuracy of video detection. In this paper, we compare the performance of
three main object detection algorithms in smoke detection, and select the algorithm that
satisfies both real time and accuracy. To eliminate static targets in video detection, this
paper proposes and compares two methods: one is the basic method and the other is the
improved method. In the improved one: we apply SLIC to YOLOs to get better result.
The algorithm proposed in this paper can be applied to other video detection fields.

In Section 2, we compare the object detection algorithms in smoke detection. In Section
3, we compare two methods that we propose to eliminate the interference of static objects.
In Section 4, we introduce the new algorithm combining SLIC. In Section 5, we summarize
the whole work and put forward the next research direction.

2. Smoke Detection.

2.1. Dataset. For all deep learning projects, test set and train set must be different.
However, for most projects, the test set and the train set are separated from the same
data set. Therefore, although they are different data, they still belong to a same set.
Does the model still work for data outside of the set? In this paper, we use a completely
different video dataset to evaluate the recognition effect of our model.

In our project, it is difficult to find a suitable data set from public. Therefore, we
organized our own smoke dataset according to the format of VOC. This dataset contains
10,000 smoke or fire images, which are divided into train set, validation set and test set
by 8 : 1 : 1. In addition, in order to research the static objects interference in smoke
detection, our project also collected static fire, cloud and dynamic fire videos to test the
proposed algorithm. The above video dataset is completely independent of the image
dataset.

2.2. Object detection algorithms. Among object detection algorithms, there are two
mainstream paths: one is the traditional object detection represented by R-CNN, and
the other is the regression algorithm represented by YOLO and SSD. In classical object
detection algorithms, the output of NN is the probability of each class. Find the region
proposals by clustering or cutting and then classify each proposal. Regression algorithms
get all the results including bounding box and probability by one neural network (R-CNN
needs two NNs). Regression algorithms not only get the probability of each class, but also
obtain the diagonal coordinates of bounding box. This is different from the traditional idea
that the output result of neural network is the classification probability. The correlation
between two paths is proposed in Faster R-CNN, and the two paths can be correlated by
Anchor [9].

Table 1 shows the detection effect of mainstream target detection algorithms on large
public data sets. By comparing the performance of several mainstream target detection
algorithms on COCO data set, it can be seen that of YOLO algorithm, the latest YOLOvH
still has a good performance with the simpler structure compared to R-CNN.
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TABLE 1. The distribution of our dataset. Our dataset is split to four types:
non-target, static fire, static smoke and real fire.

All-data | Non-target Static-fire Static-smoke Real-fire
10642 1692 1864 1119 5967

2.3. Smoke detection algorithms. The images collected by mainstream large data sets
are almost images of fixed shape objects, so the neural network mainly learns the shape
between different categories during training, because shape is easier to learn. Fire and
smoke are both dynamic objects with no fixed shape. Therefore, smoke detection needs
to learn multi-dimensional feature vectors from the input smoke image [14], which can be
color, texture, shape, irregularity, flutter or frequency, and classify them into “smoke” or
“non-fire” categories.

We use different models to train the image dataset, hoping to get the best recognition
effect on the fire and smoke dataset. Using the transfer learning, the model is initialized
with the excellent results verified on the large public dataset, such as COCO or VOC, and
different training strategies of the neural network are adjusted to obtain the best fitting
result of the dataset.

In Table 2, this paper compares several object detection algorithms in fire detection.
Considering the requirements of model detection speed in practical application, we mainly
focus on the YOLOs, while other deep learning algorithms are also considered for com-
parison. YOLOs are known for their simplicity and speed. Due to its low requirements on
hardware, it is often used as an application-level object detection algorithm. Compared
with several mainstream object detection models, although YOLOs only need to look once

TABLE 2. Comparison of the object detection algorithms in terms of mAP

o AP50 | AP50 AP50
Algorithms | Backbone IISIII; lelt Trg;r;;ng (2\68,? (;;)?ZC (CoCoO
test) | test) test-dev)
P VGG-16 [9] 512 | COCO trainval | — — 42.7
aster

R-CNN VGG-16 512 CcOCO 76.1 73.0 —
VGG-16 512 VOC2007 69.9 67.0 —
VGG-16 512 VOC2007 71.6 — —

VOC2007
VGG-16 512 LVOC2012 76.8 74.9 —

SSD [8] VOC2007
VGG-16 512 +VOC2012 81.5 80.0 —

+COCO
VGG-16 512 |Trainval3bk [11]] — - 46.4
YOLOv3 [12]| DarkNet53 608 COCO — — 57.9
YOLOv4 [13]|CSPdarknet53| 608 MS COCO 89.0 - 65.7
YOLOv5s |Focus+CSPx5| 640 COCO — — 56.0
YOLOv5m |Focus+CSPx5| 640 COCO — — 63.9
YOLOv51 |Focus+CSPx5| 640 COCO — — 67.2
YOLOvV5s6 |Focus+CSPx5| 1280 COCO — — 63.0
YOLOv5m6 |Focus+CSPx*5| 1280 COCO — — 69.0
YOLOvV516 |Focus+CSPx*5| 1280 COCO — — 71.6
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to get all the results, it seems to be only a crude detection of the objects. However, in our
dataset, the effect of smoke and flame is not much different from the Faster R-CNN. In
YOLOs, different generations of algorithms show a great difference in detection accuracy.
Considering what has mentioned above, our project is mainly based on YOLOvV5.

3. Two Methods of Eliminating Static Targets. In practical applications, existing
object detection algorithms can achieve the effect of real-time dynamic detection, especial-
ly the latest YOLO algorithm, which not only detects fast, but also has highly detection
accuracy. The biggest problem with image-only training is that the continuity of video
detection is not taken into account. In the applications with YOLO only, the problem
of false alarm is particularly prominent. Not only does our algorithm recognize the real
fire, but it also detects the static flames, such as candles. When a fire starts, the flames
and smoke spread quickly, and the flames that burn intensely come in different shapes. A
static flame does not spread so quickly. In order to solve the problem of false alarm, it is
natural to introduce the continuity of video into fire detection and consider the difference
in recognition results of two adjacent frames.

In Figure 1, the shape of a burning flame changes dramatically and the smoke spreads
rapidly, while the flame of a quietly burning candle hardly changes shape. This gives us
a good angle to eliminate static objects, such as candles.

(c)

= ®

FIGURE 1. ToU comparison of static object and dynamic object: (a) A
frame from a candle burning video, (b) the next frame from the same candle
burning video, (c¢) IoU of two ground truths in the candle burning video,
(d) a frame from a real fire video, (e) the next frame from the same real
fire video, and (f) IoU of two ground truths in the real fire video

3.1. Basic method. Inspired by the above phenomenon, we try to judge whether the
target is static or dynamic by calculating the IoU of two adjacent frames in the video. The
specific idea is to draw the outer box of the object in each frame of the video according to
the recognition result of the object detection algorithm, and then calculate the IoU of the
target in the adjacent frame. In addition, we employ a threshold to determine whether the
target is dynamic or static, referring to paragraph 4.4 for the threshold selection process.
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3.2. Advanced method. However, the basic method is a rough detection of video, and
there is obvious error in judging whether two frames detect the same object by using the
bounding box of it. The bounding box does not represent the full range of a target, and
a large part of the box is the background of the image. Considering the interference of
background, we try to judge whether the target is static by objects’ mask. In the first
scheme, we calculate the IoU of the bounding box, and in the second scheme, we calculate
the IoU of the objects’ mask.

In the field of image processing, there are many excellent image segmentation algori-
thms, the most famous of which is Mask R-CNN. Mask R-CNN inherits many structures
of Faster R-CNN, such as Anchor and RPN. However, the two-stage algorithm generally
has the problem of complex algorithm and slow running speed. Therefore, it is obviously
unwise to add Mask R-CNN to YOLOs for eliminating the interference of static objects
on detection. We choose SLIC, which is more efficient. This machine-learning algorithm
is added to YOLOs to improve the accuracy of YOLOs without greatly reducing the speed
of the algorithm.

We compare the accuracy of different algorithms for three different types of video
with different static elimination modules. As shown in Table 3, when there is almost no
difference between the initial YOLOs in terms of accuracy, the more complex network has
the stronger anti-interference ability. In addition, the two algorithms, YOLOv5s6 and
YOLOvV5I6, can resist the interference of static smoke naturally. In this algorithm, the
threshold of ToU is 0.8, and only when the overlap of bounding box between two adjacent
frames is more than 80% can be regarded as a static object. From Table 3, we can see that
both two schemes can effectively eliminate the interference of static flames and smoke,
especially combined with the algorithm that has more complex structure.

TABLE 3. Comparison of the mAP between different object algorithms in
fire detection

. Input Trainin AP50 AP50
Algorithms | Backbone Sil;e data ¢ (val set) | (test set)
R-CNN ResNet-50 640 Trainval set 72.49 61.76
SSD VGG-16 512 Trainval set — 70.69
YOLOv3 DarkNetb3 416 Train set 64.19 44.15
YOLOv4 DarkNet53 416 Train set — 65.4
YOLOv5s | Focus+CSPx5 640 Train set 76.38 71.5
YOLOv5m | Focus+CSPx%5 640 Train set 76.35 71.5
YOLOv51 | Focus+CSPx5 640 Train set 75.23 70.9
YOLOvV5s6 | Focus+CSPx*5 640 Train set 75.83 72.2
YOLOvV5m6 | Focus+CSPx*5 640 Train set 76.22 72.7
YOLOvV516 | Focus+CSPx*5 1280 Train set 76.26 73.5

4. Algorithms for the Advanced Method. This section will detail how to add the
SLIC to deep learning. The flow of two methods is shown in Figure 2.

4.1. SLIC. The core of this algorithm is to segment each frame of video. However, adding
a new image segmentation algorithm based on deep learning will inevitably increase the
computational complexity. Therefore, it is important to find an efficient image segmenta-
tion algorithm. Considering that image segmentation algorithms based on deep learning,
such as Mask R-CNN are too complex, the mainstream superpixel algorithms are divided
into two paths, including graph-based and cluster-based. In the work of Wang et al., they
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Ficure 2. Comparison of two static object elimination algorithms: (a)
Flow chart of the basic method; (b) flow chart of the advanced method

designed a standard to evaluate the image segmentation effect and compared the segmen-
tation effect of some typical image segmentation methods [15]. From their research, the
cluster-based superpixel segmentation algorithms are more efficient than the graph-based
superpixel segmentation algorithms.

Nowadays, SLIC is the most widely used superpixel segmentation algorithm based on
clustering. Compared with the traditional clustering algorithm, the biggest improvement
of SLIC lies in two points: the reduction of the search range and the improvement of
the distance measure function. In SLIC, the search range for the next anchor is narrowed
down from the entire image to a rectangular area centred on the old anchor. The side of
rectangle is twice of the size of segmentation. Reducing the research range increases the
number of iterations, but also reduces the computational complexity of each iteration.
After balancing the two algorithms, the computational complexity of the whole algorithm
is greatly reduced compared with the original clustering algorithm. In addition, based on
the traditional distance measurement, the algorithm adds the colour space measurement
of [l a b]T. The accuracy of clustering is greatly improved [16].

de = /(= ) + (a0 — a;)* + (b = b,)° (1)
ds = \/(xz — in)Q + (yi — yj)2 (2)
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o= () + () ®

where d.. is the metric formula of colour space, [l a b] represents a pixel point in the space;
ds is the distance formula between pixels; N., N, are used to balance the two distances.

4.2. YOLOs. In our work, we adopt YOLO algorithm as the body algorithm of our
method. The core of YOLO is detecting objects in multi-scale with multi branch, which
contributes to detecting objects with different scales. Cross Stage Partial Network (CSP-
Net) is widely used in YOLOV5 algorithm, which is also one of the newest algorithms in
YOLO family.

Multiple multi-stage fusions guarantee the completely fusing between different scales,
which is effective to multi-scale detection. The output of each branch contains all the
results, including the coordiates of bounding boxes (BBoxes) and probability that objects
belong to different classes. The comparison of different object detection algorithms is
shown in Table 2.

Considering the effectiveness and efficiency of YOLOs in object detection, we choose
YOLOvV5 as the body of our static object elimination algorithm.

4.3. Adding SILC to YOLO. Obviously, the basic method in Section 3 is the simplest
application of this idea. It directly calculates the IoU of the boxes obtained by YOLOs
between two frames of the video to judge whether the detected object is a static object.

Based on the basic method in Section 3, SLIC is added into the detection of YOLOs by
combining machine learning and deep learning. Every frame in the video is detected by
YOLO to get the position information of bounding box. We segment each frame to get the
objects’ mask from the segmentation result. SLIC is used for image segmentation, and the
superpixel algorithm based on clustering has higher efficiency. Then the mask of object is
inversely selected by combining the position information of bounding box with the result
of image segmentation. The bounding box is covered on the block of image segmentation,

g
TR % &

5 - i W By »
fire 0. aA_L:-':L_ fan

(d)

FIGURE 3. An example of obtaining the object mask by YOLO: (a) The
detection result from YOLO, (b) the segmentation result from SLIC, (c)
the combination of (a) and (b), and (d) the object mask from (c)
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counting the number of pixels of each segmentation in the range of bounding box, and
the block with the most pixels is taken as the mask of the object. In this way, we get
the object masks of every two adjacent frames in video, and calculate the IoU between
two masks. If the IoU is greater than the threshold, it is considered as a static target.
Otherwise, it is retained as a dynamic target. An example is shown in Figure 3.

4.4. Threshold. Considering the continuity of video, if the static threshold is not changed
during the whole video, it will surely make the whole task ineffective. Here, we use the

TABLE 4. Comparison of the video detection result with different static
object elimination algorithms

. ) Not eliminate Eliminate Eliminate
Algorithms| Backbone | Test video static object with box with mask

Static fire 97.30% 65.30% 35.60%
R-CNN ResNet-50 |Static smoke 92.20% 45.90% 39.30%
Real fire 95.50% 53.80% 66.80%
Static fire 94.50% 54.60% 27.20%
SDD VGG-16  |Static smoke 96.70% 43.90% 23.60%
Real fire 99.60% 54.30% 87.40%
Static fire 97.80% 12.40% 5.30%
YOLOv3 DarkNet53 |Static smoke 99.20% 50.80% 36.40%
Real fire 98.10% 71.30% 89.20%

Static fire 98.70% 26.30% 0
YOLOv4 DarkNet53 |[Static smoke 100% 30.80% 25.50%
Real fire 100% 63.90% 90.20%

Static fire 100% 0 0
YOLOv5s |Focus+CSPx5|Static smoke 100% 44.20% 67.50%

Real fire 100% 54% 94%

Static fire 94.10% 0 0
YOLOv5bm |Focus+CSPx*5|Static smoke 100% 5.80% 47.40%
Real fire 100% 51.90% 74.80%

Static fire 92.80% 3.90% 0
YOLOvV5!] |Focus+CSPx*5|Static smoke 94.80% 7.80% 6.50%
Real fire 99.20% 77.80% 81.50%

Static fire 100% 7.40% 0

YOLOv5s6 |Focus+CSP%6|Static smoke 0 0 0

Real fire 100% 68.90% 7%

Static fire 99.30% 8.50% 1.30%
YOLOv5m6 |Focus+CSPx*6|Static smoke 100% 9.10% 16.20%
Real fire 100% 7% 84.40%

Static fire 100% 0 0
YOLOV516 |Focus+CSPx6|Static smoke 6.50% 5.80% 3.90%
Real fire 100% 65.20% 81.50%

In the above table, we use three different types of video for testing, namely static flame (candle),
static smoke (cloud) and dynamic flame (real fire). We hope that the recognition rate of static flame
and smoke should be as low as possible, while that of real fire should be as high as possible.
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dynamic threshold selection mechanism, first we design an initial threshold value based on
experience, and then use the dynamic threshold judgment mechanism. The appearance
of dynamic and static targets has certain continuity in the video. The IoU between two
adjacent frames is always relatively small when detecting a dynamic object, and relatively
large when detecting a static object. Two queues of size N are maintained, and the loU
judged to be dynamic or static objects is pushed into the queues, and the average value
of the two queues’ mean values is taken as the new threshold.

In the application, considering that the occurrence of real fire is rare, it is difficult to
dynamically correct the threshold value. Once a target judged to be a dynamic flame or
smoke appears, an alarm will be issued immediately.

5. Conclusion and Future Work. In this paper, we use the traditional object detection
algorithm to detect smoke and flame in fire, and propose a new method to eliminate static
objects in fire detection. In order to eliminate the interference of candles, clouds or other
static objects, this paper considers the continuity of video frames, calculates the IoU
of objects in adjacent frames, and determines whether the object is static or not by
comparing it with a threshold. Our basic idea is calculating the IoU between bounding
boxes in adjacent frames. Considering that the bounding box is just a rough description,
this paper uses masks to calculate the IoU of adjacent frames. In order to extract objects’
mask quickly and accurately, this paper adds the machine learning method into YOLO,
and uses SLIC to extract objects’ mask, achieving better results.

This paper combines machine learning with deep learning and proposes a method to
detect dynamic targets in video by traditional object detection algorithm. We believe that
the methods in this paper are not limited to fire detection tasks, but can be extended
to other tasks, and this method can achieve the same excellent results for other static
objects.
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