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ABSTRACT. Stunting is a complicated problem to solve. The impact of stunting is on the
long-term development of children where they may never reach their full high potential
and have poor cognitive development which leads to less than optimal educational per-
formance and decreased intellectual capacity, motor, and socioeconomic development. In
the case of Indonesia, WHO includes Indonesia in countries with a high risk of stunting
(80%-39%). This study aims to predict the risk of stunting using a semi-supervised learn-
ing model. However, it is necessary to explore the dominant determinants of stunting
first. Unsupervised learning is superior for finding attributes that have a high correlation,
while supervised learning is used to map attributes that correlate with stunting risk tar-
gets. Stunting data is recorded in each community health center for each district. There
are some public health centers names such as “KAPAN”, “PANTJE”, “KUANFATU”,
“OEEKAM”, and “OIMLASI”. We found that the community health centers “KCAPAN”
and “PANTJE” form a stunting prevalence cluster with the highest values at 50% and
above. “KUANFATU”, “OEEKAM”, and “OIMLASI” followed at 30% to 50%.
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1. Introduction. Stunting is one of the major public health problems globally [1, 2, 3]
and especially in developing countries [4, 5], including Indonesia. Stunting was defined as
a height-for-age z-score less equal 2.0. Stunting in children can occur due to inadequate
nutritional intake [6, 19] or infectious diseases, but also because of food insecurity, inad-
equate feeding and care practices, poor environmental health, and poor health services
[7, 8]. The impact of stunting is on the long-term development of children where they
may never reach their full high potential and have poor cognitive development which leads
to less than optimal educational performance and decreased intellectual capacity, motor,
and socioeconomic development [9, 10, 11]. Globally, there are around 144 million children
under 5 years of age suffering from stunting. Of this number, half of the children live in
Asia, and two out of five children live in Africa [12].

In the case of Indonesia, WHO includes Indonesia in countries with a high prevalence
of stunting (30%-39%) [11]. This country even ranks fifth among the countries with the
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highest burden of stunting children [13]. Based on data from the 2018 Indonesian Basic
Health Research, the percentage of Indonesian children under 5 years of age who expe-
rienced stunting in 2007, 2013 and 2018 respectively was 36.8%, 37.2% and 30.8% [14].
Meanwhile, the current prevalence of stunting in Indonesia is 27.67% [15]. The high preva-
lence of stunting nationally which is still above 20% shows that stunting is still a serious
public health problem. In addition, there is also a high disparity between provinces in
Indonesia, from the province of Bali with the lowest prevalence of stunting in children
under five at 14.42% to the province of East Nusa Tenggara (NTT) with the highest
prevalence of stunting at 43.82% [15]. The disparity also occurs within the province of
NTT, where the lowest prevalence of stunting in children under five is in East Flores Re-
gency, at 23.4%, and the highest is in Timor Tengah Selatan District (T'TS), at 48.3% [16].
The prevalence of TTS stunting is more than two times more than the WHO stunting
prevalence tolerance rate of 20%.

Observing the high stunting rate in Indonesia and the negative impacts that can be
caused, the Government of Indonesia has set a national target of stunting prevalence in
2024 of 14 percent. With a stunting rate of 24.4 percent in 2021, to achieve this tar-
get a 2.7 percent reduction is needed every year [17]. Anthropometric measurements are
often used to calculate indices, identify stunting, wasting, BMI, head circumference for
age, and acute malnutrition. In terms of affordability and accessibility, anthropometric
parameters are very helpful. However, the anthropometric indicator only shows the stunt-
ing classification. Malnutrition can occur for a variety of reasons. Previous studies have
shown that demographic factors have a significant impact on stunting, but demographic
characteristics often have overlapping factors [18].

This research contributes as follows. First, the use of a complete data set with 7 cat-
egories of indicators and 25 features. Second, data processing uses an unsupervised and
supervised learning approach. Unsupervised learning (k-Means clustering model) groups
the same features in one group. Supervised learning predicts the proportion of stunting.
In this method, three machine learning algorithms, linear regression, decision trees, and
random forests, are compared.

2. Related Work. Malnutrition is one of the main causes of stunting in children under
five, in addition to various infectious diseases. Children under five are more likely to be
malnourished than other children. For this reason, most researchers use anthropometric
measures based on the WHO Zscore model [21] in determining stunting status in children
under five. The characterization parameters are Weight-for-Height Z-Score (WHZ) for
underweight, Height-for-Age Z-Score (HAZ) for stunting, and Weight-for-Age Z-Score
(WAZ) for underweight which is used to define nutrition bad children. Among these, the
WHYZ is largely considered to define malnourished children. Several studies that have used
HAZ, WHZ, and WAZ as indicators of malnutrition include [22, 23, 24, 25, 26].

Anthropometric indicators are a very useful method both in terms of availability and
cost effectiveness. However, anthropometric indicators only show the classification of
stunting. In an effort to prevent stunting, more other relevant indicators are needed. Stunt-
ing due to malnutrition in children under the age of 5 years is the result of a complex
interaction of the availability, accessibility, and utilization of food and health services
[27]. Several researchers have shown that there are several demographic and socioeconom-
ic factors that also influence the occurrence of stunting [28, 29, 30].

The extraction of stunting risk factors has also been investigated using various statistical
techniques. Among these, linear regression and logistic regression have been extensively
explored to detect malnutrition in children aged 0 to 59 months [24, 31, 32, 33, 34, 35].
The use of regression techniques in medical research shows that this technique is a versatile
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technique because it can measure associations, predict outcomes, and control the effects
of confounding variables. However, the use of regression techniques requires assumptions
that must be met. Several logistic regression assumptions that need to be considered
include the structure of the dependent variable, the independence of the observations, and
the absence of multicollinearity. As for linear regression, assumptions that need to be met
include linearity, multivariate normality, absence of multicollinearity and autocorrelation,
and homoscedasticity [36, 37, 38].

Logistic regression is a statistical method, but it is included as part of the machine
learning algorithm, which belongs to the supervised learning technique. The use of ma-
chine learning applications has recently increased as an alternative method in various
health fields, including malnutrition prediction [20, 39, 40, 41], Anemia [42, 43|, low birth
weight [44, 45, 46], stunted and wasted [19, 20, 39].

For decades, conventional statistical models have been utilized to identify factors in-
dependently related to stunting in children under five [19]. This method is typically less
robust when the number of covariates exceeds the number of observations and when there
is multicorrelation between variables. In addition, the classical statistical technique puts
rigorous constraints on data and data-generating procedures, such as error distribution
and adding parameters with linear predictors, which may not be applicable in real-world
scenarios [18].

Machine Learning (ML) methods are an alternative to traditional statistical methods
because they can solve classification problems in a wide range of fields and are also flexible
and powerful. [20, 47] emphasized the usefulness of different Machine Learning (ML)
techniques (like artificial NN, SVM, decision trees, Naive Bayes, and RF) for predicting
childhood stunting in Bangladesh. This study aims to predict the risk of stunting using
machine learning. However, it is necessary to explore the dominant determinants of stun-
ting first. The data used in this study is secondary data from the results of the health
survey in T'TS District.

3. Problem Definition and Preliminaries. Stunting is a complicated problem to
solve. This study uses data from the Central Statistics Agency of East Nusa Tenggara.
The dataset is secondary data that has been processed based on the attributes owned
by the local government to measure the prevalence of stunting. The dataset consists of 7
categories of indicators, namely 1) Maternal and child health, 2) Counseling on nutrition,
hygiene, and parental care, 3) Drinking water and sanitation, 4) PAUD, 5) Social protec-
tion, 6) Food security, and 7) Additional indicators in NTT. The target data label is the
stunting rate and prevalence of stunting for each Community Health Center in NTT. The
dataset consists of 278 Puskesmas spread across every sub-district and village in NTT
Province.

Each category of indicators contains measurement attributes that have different am-
ounts. The 1st category has ten attributes: a) Coverage of SEZ pregnant women receiving
PMT Recovery, b) Coverage of pregnant women receiving IFA (TTD) at least 90 tablets
during pregnancy, c¢) Coverage of under-fives who get PMT, d) Coverage of attendance at
Posyandu (ratio of arrivals to total target), e) Coverage of Pregnant Women-K4, f) Cover-
age of children 6-59 months who receive Vitamin A, g) Coverage of children 0-11 months
has complete basic immunization, h) Coverage of toddlers with diarrhea who received zinc
supplementation, i) Coverage of young women getting TTD, and j) Postpartum service
coverage. The 2nd category has two attributes, namely a) Coverage of pregnant women
(mothers attending nutrition and health counseling), and b) Coverage of families partici-
pating in Toddler Family Development. The 3rd category has two attributes: a) Coverage
of households using proper drinking water sources, and b) Coverage of households using
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proper sanitation. The 4th category has two attributes: a) Coverage of parents who take
parenting classes, and b) Coverage of registered children aged 2-6 years (students) in
PAUD. The 5th category consists of 3 attributes: a) Coverage of households participating
in JKN/Jamkesda, b) Coverage of KPM PKH who receive nutrition and health FDS, and
c¢) Family coverage of 1000 HPK poor groups as BPNT recipients. The 6th category only
has 1 attribute, namely Village coverage applying KRPL. The last category consists of five
attributes: a) Babies who receive exclusive breastfeeding, b) MP ASI counseling coverage,
¢) Malnourished children under five who are got treated, d) Toddlers with Pneumonia,
and e) Pregnant with Malaria.

Data obtained from the Central Statistics Agency contains high noise, such as missing
values, sparse data, and inconsistent data types. Table 1 shows the attributes of the
dataset that have noise in the form of missing values. Noise must be handled by methods
appropriate to the conditions. For example, missing values can be handled by filling in
a value. In this study, missing values are handled by providing the value of the average
or the value that appears most often from that attribute. Sparsity will be handled by
deleting one line with a frequency of 5%.

TABLE 1. Statistics data of the dataset with missing values

Name Mean Median Dispersion Min Max Missing
Covera%ge of parents who attended 1 0.00 0.949 0.00 100 78 (28%)
parenting classes
Coverage of registered children

aged 2-6 years (students) in 12.431  0.00 2.291 0.00 100 78 (28%)
PAUD
Random forest 0.3642 0.133 0.735 0.753 0.735  0.744

Coverage of young women getting
TTD

Coverage of families who follow
the Toddler Family Development
Coverage of households using
proper sanitation

Malpourished toddlers handled/ 60451 100 0.781 0.00 100 5 (2%)
received treatment

Pregnant with Malaria 0.082  0.00 12.062  0.00 14.29 4 (1%)

Coverage of households using 63.576 68.150  0.686  0.00 55.62 2 (1%)

proper drinking water sources

84.096 100 0.406 0.00 100 13 (5%)

30.579  0.00 1.266 0.00 100 9 (3%)

45.954 44.475 0.622 0.00 100 6 (2%)

4. Proposed Methodology. In this section, we will describe the methodology to predict
stunting in Timor Tengah Selatan. The system uses machine learning to learn the pattern
which affects the stunting rate. Figure 1 shows the system architecture of the proposed
model. The system starts by reading the dataset which is collected from “Central Bureau
of Statistics” (BPS).

The proposed model consists of 2 main phases. Before the main stage, preprocessing
is carried out to process dirty data into data without missing values. The preprocessing
phase ensures that the data used is feasible to be processed using the system. Unsupervised
learning is a method with a focus on data-driven; this is used to find the best attribute to
group data points according to the closeness of the characteristics between data. We use
unsupervised learning (k-Means clustering model) to find the features that have the best
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FIGURE 1. System architecture

proximity to the data points. The first main stage is the implementation of k-Means to
find features that have close data characteristics for clustering. The second main phase is
supervise learning which is used to predict the percentage of stunting in the province of
NTT. We compare three suitable supervised learning algorithms for numerical data. The
three algorithms are linear regression, decision tree, and random forest, respectively.

The final phase of the proposed model is model evaluation. In this phase, the model
that has been built will look at the performance of the model using measurement metrics,
i.e., Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and the value of R

4.1. Clustering. Clustering is a method for dividing data into groups or clusters so that
data having high similarity will be in the same group. Clustering is used to perform an
initial analysis of a problem, to make us understand the case better. For example, a public
health center groups patients based on demographics. The grouping results can provide
an initial description of the characteristics of the stunting in each region. This initial
description can be used for deeper analysis purposes, for example, determining stunting
handling models, and determining treatment.

Clustering is an unsupervised learning method, so it does not need explicit class defini-
tion in clustering. During the clustering process, all data will be used for clustering. This
is different from the supervised learning method (regression and classification), where the
data owned is used to build the model, so that after the model is finished, the classification
process is carried out by utilizing the model. Because there is no explicit class definition,
the same data can produce different groups depending on how the grouping is done.

The k-Means clustering method divides the dataset into k clusters. The process of
grouping in k-Means clustering is based on the data distance to the cluster center point.
Data will enter into the cluster whose central point is closest to the data. k-Means is
a simple and widely known clustering method. Given a set X = {z1,29,...,2,} of n
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data points. k-Means aims to group into k subsets called clusters C' = {¢1, ¢a, ..., ¢} and
calculate the cluster center for each cluster C; to minimize Equation (1).
k k
. 2 .
arg uiin E_l EEC. |z — pil|” = arg min E_l |C;| Var (1)

where f; is the mean points in C;. This is equivalent to minimizing the pairwise squared
deviations of points in the same cluster in Equation (2).

k
. 1
i=1 "

xayeci

The stages in k-Means clustering are as follows: a) Choose k points at random to be used
as cluster centers, b) Each data is grouped into a cluster whose central point is closest
to the data, ¢) Recalculate the center point of the cluster formed based on the average
data entered into the cluster, and d) Repeat step b) until there are no more data moving
clusters.

One of the critical steps of the k-Means algorithm is determining the number of clusters
(k). There are several methods for determining the k value; they are the elbow method,
the silhouette index method, and others. In this paper, we use the silhouette coefficient to
determine the number of the clusters. The silhouette coefficient measures cluster quality
by measuring how similar data in one cluster is compared to data in different clusters.
Silhouette coefficient is formulated by

b—a
= ——= (3)
max(a, b)

where a is the average distance of data with other data in the same cluster, and b is the
average distance of data with other data in different clusters. The silhouette coefficient
value is in the range of —1 to 1. If the silhouette coefficient value = 1 it shows that the
cluster formed is dense and well separated. If the silhouette coefficient value = 0, this
shows the presence of overlapping clusters. If the silhouette coefficient = —1 it shows that
the clusters formed are not correct because the data distance in one cluster is greater than
the distance between data and data in different clusters. Figure 2 shows the results of
calculating the silhouette index for selecting k£ values in k-Means. In the figure, we found
that the best k value is three clusters, based on the silhouette coeficient value.

4.2. Base classifier for prediction.

4.2.1. Linear regression. Regression is a method used to measure the relationship between
one variable and another. Regression is used when the relationship between these variables
shows a functional dependency relationship. Functional dependence is a relationship that
occurs when the value of one variable will determine the value of another variable. The
relationship can be linear or non-linear.

For example, suppose we have data on stunting prevalence and sanitary hygiene. Then
we can do modeling using the regression method to determine the effect of sanitation
hygiene on stunting prevalence. In this example, there are two variables, namely the
stunting prevalence variable and the sanitation hygiene variable. The sanitation hygiene
variable is a variable that can affect the prevalence of stunting. The relationship between
the two variables shows a functional dependence. Variables that can determine other
variables are often called independent variables or predictor variables (variables used to
predict), while variables whose value depends on other variables are called dependent
variables or response variables.
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Linear regression measures the relationship between the independent and dependent
variables using a linear approach. If the number of independent variables is one, then the
regression is often called simple linear regression, whereas if the number of independent
variables is more than one, it is often called multiple variable linear regression. In simple
linear regression, the trend in the dataset is modeled by a linear equation which can be
formulated as the following Equation (4):

y=oar+b (4)

where y is dependant variable, z is independant variable, a is intercept coefficient, and b
is regression coefficient (related to the slope).

4.2.2. Decision tree. The decision tree is a classification method that uses a tree struc-
ture in its model representation. Decision trees can break down complex decision-making
processes into simpler ones so that decision-making will better represent the solution to
the problem. The basic idea of a decision tree is to look for attributes that have a high
influence on the output. The higher the influence of these attributes, the better these
attributes are in classifying the output.

In a decision tree, the ability of an attribute to identify the output class is expressed in
the concepts of entropy and information gain. Entropy states the degree of randomness
of the value of a variable in identifying the output class. If the value of an independent
variable has low entropy, it means that the value of this variable has a low degree of
randomness in determining the output class, so the value of this variable is good for
predicting the output class. Meanwhile, if the value of an independent variable has high
entropy, then the degree of randomness of the variable’s value in determining the output
class is also high, so it is not good for predicting the output class.

Consider a dataset with N classes. The entropy may be calculated using Equation (5).

N

E=- Zpi log, p (5)
=1

Gain = Eparent — Echidren (6>

where p; is the probability of randomly selecting an example in class ¢. Information gain
is a process for determining branching by utilizing entropy information. The decision
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tree method will calculate various possible branching schemes and then choose the best
branching scheme using information gain in Equation (6). In general, the procedure in a
decision tree can be described as follows: 1) Select an attribute in the dataset, 2) Calculate
the entropy of the attribute, 3) Select the attribute with the best value as a node, and 4)
Repeat step 1) for each branch that is formed.

4.2.3. Random forest. Random forest is an ensemble learning method for classifications
composed of many decision trees. Ensemble learning is an algorithm composed of several
algorithms to get better performance. In a random forest, the constituent algorithm is
the decision tree algorithm. When carrying out the classification, each decision tree in the
random forest will carry out the classification process. The output will be obtained based
on the majority output from the decision tree in the random forest.

5. Experiments and Results. In this section, we present our results and discuss the
validation procedure of the proposed method.

5.1. Data collection and filtration. Dataset is collected from the Central Bureau of
Statistics (BPS). Table 2 shows the preview data of the dataset. The dataset consists of 28
features and two target variables. The features are divided into 3 attributes of categorical
type and 25 attributes of numeric type. Two target labels are the number of stunting cases
and the prevalence of stunting. The raw dataset contains missing values and filtered noise
by filling in the missing values with the mean or most frequent value in Equation (7), and
pre-processing is carried out to remove sparsity using percentage techniques.

Umi = bro + Z briZmij + Cmi (7)
J

TABLE 2. Preview of the dataset

Coverage of

Coverage of pregnant
Number of pregnant women
Public stunted % women receivin
- . . Prevalence . &
Subdistrict health Village (chﬂdren of Wﬁth KEK --- IFEA ("ll‘TD)
center short and who receive of at least
very short) STUNTING recovery 90 tablets
PMT during
pregnancy
MOLLO UTARA KAPAN TOMANAT 39 82.978 100 e 80
MOLLO UTARA BATI HALME 52 80 100 e 100
NUNKOLO  NUNKOLO NENOAT 111 75 100 e 83
FATUKOPA  FATUKOPA ELO 38 74.509 100 e 84
KIE KIE TESI AYOFANU 5 2.604 100 e 100

5.2. Parameter setting and results. In this section, we will describe the parameters
used in each model. The configuration of each model parameter setting is shown as follows.

e k-Means: We use the k subset with the number of three. The selection of k is done
using the silhouette coefficients method with the highest value. The silhouette score
for k equals 2 is 0.244, for k equals 3 is 0.273, for k equals 4 is 0.193, and for k
is greater than 4, the silhoutte score continues to decrease. Because the silhouette
value for & = 3 is the highest (0.273) then k = 3 is taken to be used as the k value in
the k-Means algorithm. We use normalization preprocessing, 10 times re-runs, and
300 maximum iterations configuration.
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e linear regression: We use linear regression with a ridge regression model (L2). The
setting for the value of regularization strength is alpha = 0.0001, using the fit inter-
cept.

e decision tree: The decision tree model used is an induced binary tree. The parameter
setting for the minimum number of instances in leaves is 2, the tree will not be split
as long as the value of the subset is less than 5, and we limit the depth of the tree
to be built 100 levels down.

e random forest: The random forest model uses the same decision tree configuration.
The number of ensemble trees used is ten decision trees. The formed tree will not
be split if the number of subsets is less than five.

From the k-Means clustering, we get results of stunting prevalence characteristics from
the dataset. Figure 3 shows the percentage of stunting prevalence in each health center in
the province of NTT. From the figure, we found that the highest prevalence of stunting is in
several community health centers. “KAPAN” and “PANTJE” form a stunting prevalence
cluster with the highest values at 50% and above. “KUANFATU”, “OEEKAM”, and
“OIMLASTI” followed at 30% to 50%. Based on the target by the President of the Republic
of Indonesia to reduce the stunting rate in Indonesia in 2024 [17] to 14%, this value is
still above the target to be achieved.
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F1GURE 3. Clustering for public health center

Clustering with k-Means also produces attribute features that have a high impact on
the causes of stunting prevalence. This stage is carried out to obtain feature extraction
from the dataset attributes that will be used in the prediction process using a supervised
learning model. Figure 4 shows the best features of the dataset that affect the prevalence
of stunting in an area. From the figure, we find the most influential attributes include
Subdistrict, Public health center, Coverage of children 6-59 months who get Vit A, Clus-
ter, Coverage of toddlers with diarrhea who received zinc supplementation, Coverage of
pregnant women with KEK who receive recovery PMT, and Coverage of households using
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FIGURE 4. Dataset attributes that have a significant relation to the preva-
lence of stunting
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®

FiGURE 5. First 3 levels decision tree

proper drinking water sources. All the features will be used as input attributes in the next
stage of supervised learning to predict stunting prevalence in regions.

Figure 5 shows the first 3 levels of the tree created from the entropy. From the figure, we
found attribute “Coverage of Pregnant Women-K4” has the highest entropy. It becomes
the root’s tree to divide the value of stunting prevalence. The next level of the tree
has attributes: “Posyandu attendance coverage (attendance to total target ratio)”, and
“Coverage of toddlers with diarrhea who received zinc supplementation” becomes the
divider to determine the stunting prevalence value. Other attributes will fill the deeper
levels of the tree according to the entropy value each has. These attributes can be used
as a divider to predict the prevalence of stunting cases. The same ensemble tree will be
used for the random forest model.
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5.3. Performance evaluation. Evaluation of the model is done by calculating the diff-
erence between the predicted value and the target value. The difference between the
predicted value and the target value is often called the error. Several types of evaluation
can be used for the model, among others.

e Mean Absolute Error (MAE): the average of the absolute values/absolute errors.

1 < _
MAE = n Z yi — Uil (8)
i=1
e Mean Squared Error (MSE): the average of the squared errors
1 < .
MSE = -5 (i~ ) (9)

=1

e Root Mean Squared Error (RMSE): the root of MSE.

n

RMSE = | -3 (i~ )" (10)

i=1

Table 3 shows the comparison results of each base classifier. From the table, we found
that the random forest outperforms other methods. The random forest gets the best MSE
value at 200.220, the best RMSE value at 14.150, the best MAE value at 10.736, and the
best R? value at 0.337, followed by the linear regression model the second best for the
MSE value at 263.850 and RMSE value at 16.243, but the linear regression MAE and R?
values are worse than the decision tree at 13.060, and 0.127, respectively. The decision
tree gets an MSE value of 292.047, an RMSE value of 17.089, an MAE value of 11.445,
and R? value of 0.033.

TABLE 3. Comparison of results between methods (test phase)

Methods MSE RMSE MAE R?
Linear regression 263.850 16.243 13.060 0.127
Decision tree 292.047 17.089 11.445 0.033
Random forest 200.220 14.150 10.736 0.337

6. Conclusions. We predict the prevalence of stunting using machine learning methods.
From the experiment, we found that the community health centers “KAPAN” and “PAN-
TJE” form a stunting prevalence cluster with the highest values at 50% and above.
“KUANFATU”, “OEEKAM”, and “OIMLASI” followed at 30% to 50%. The prediction
model uses supervised learning, linear regression, a decision tree, and a random forest
model. The random forest model returns the best prediction error based on MSE, RMSE,
MAE, and R? loss metrics.

Predicting the prevalence of stunting is a complicated problem. In this research, we
only use the data from statistical methods. Many external factors such as demographics,
climate, environmental conditions, and social and culture are not considered yet in this
study.
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