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ABSTRACT. With the recent global pandemic event, the requirement to use masks, espe-
cially in public spaces, has become a challenge to the existing face recognition system. To
overcome this challenge, previous studies have performed transfer learning and finetuning
of the existing model with masked face datasets. Others have performed a preprocessing by
cropping the masked face and then fine-tuning the model with the newly cropped datasets.
However, retraining with preprocessed or masked faces may be costly or even unavailable
for some with limited resources. Furthermore, these methods of preprocessing are ill-
advised to be used directly using models that are not retrained as was found in this study.
Therefore, this study explores and presents a way of cropping which shows increases
in performance without the requirement of any training to the existing face recognition
model. This method managed to increase the performance of the existing model by up to
9.09% when presented with masked-face scenarios.

Keywords: Masked face recognition, Face recognition, Without retraining, Data aug-
mentation

1. Introduction. With the recent pandemic situation, many preventive measures are
taken to mitigate infections of the COVID-19 virus. Extensive hygiene protocol, social
distancing, and usage of face masks are some measures that are taken to anticipate the
spread of the diseases. While the main method of transmission is by air, some studies have
found that it is possible to be infected by surface contacts [1,2]. With this, some people
even developed insecurity about touching things that are in public spaces [3]. Surveys
before the pandemic show that fingerprint sensor is the most popular type of biometric
system [4]. Many systems implement fingerprint sensors as a form of biometric security
to access restricted areas within public spaces. Given the current situation and public
behavior of touching things in public, this type of biometric needs to be replaced. A form
of contactless biometric such as face recognition can replace these methods. However, face
recognition is also affected by the measures that are taken during the pandemic situation.
Wearing a mask blocks more than half of the facial features that may be needed for the
recognition process. While taking the mask off is still an option, it is ill-advised as the
main virus transmission is by air, presenting a higher chance of infection. Therefore, it is
very important to explore solutions that allow for masked face recognition.
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Masked Face Recognition (MFR) has become an active research topic since the pandem-
ic hit. MFR is a kind of occlusion FR where the occluded area is predicted to be between
the chin and the nose. Studies have been done to try to improve the existing solution by
tuning or retraining the face recognition model with masked faces [5,6]. Given scenarios,
and the knowledge of the occluded location, it allows the usage of certain methods such
as cropping images. This method preprocesses the image to only leave the part which is
not covered by the mask to use as the input image [6-8]. However, the previous study has
always involved at least a form of tuning to the face recognition model. As the cost of
training or finetuning a face recognition model can be expensive, the option of retraining
may not be feasible for everyone. [5] mentioned the finetuning process requires around 42
hours to train each of their models using a GTX 1080, while models in [9] were trained
around 30 hours while using a GTX Titan X.

With the trending of the topic, much research performed on finetuning or training
new face recognition models that perform better on the masked face. However, this does
not reflect well on the public availability of these models. Much of this research does
not provide the tuned model for easily accessible by the public, as most studies do not
provide any links or any means other than contacting the author to obtain the trained
mode [5,6,10,11].

This study explores and proposes an image preprocessing method to improve the per-
formance of pre-trained face recognition models without the need of retraining the model.
This method of cropping preserves the position of the facial landmark location by zeroing
the parts that should be covered by a mask. Besides recording the performance as the
evaluation metrics, this experiment also records the preprocessing time of the experiment-
ed methods. This aspect was considered important as most of biometric devices placed
in public spaces usually operate using portable devices. Thus, this experiment presents
the following contributions.

1) Present a preprocessing method that improves the performance of the existing pre-
trained model by cropping and maintaining facial landmark location.

2) Evaluate the improvement of performance using accuracy and F1 on the proposed
preprocessing method given masked face recognition by evaluated on several classifiers
given the classification cases.

This paper is structured as follows. Section 2 presents the related works on masked
face recognition. Section 3 introduces the research stages and experimental design; here
we detail the proposed cropping method as part of the data preprocessing. The result is
then presented and discussed in Section 4. And a conclusion is drawn in Section 5.

2. Related Works. Given the situation between face recognition and pandemic measure
presenting the raise of the masked face recognition problem, some have experimented
with the effect of the existing solution when faced with masked face recognition. Saib
and Pudaruth [7] asked the question of whether it is possible to do face recognition
given a masked face. Within their study, they experiment on VGG16 and MobileNetV2
architecture with a softmax layer. This study also presents a scenario where the face
image is cropped, leaving only the eyes and forehead region as their scenario. Their results
present that the best model with 91.37% of accuracy was the MobileNetV2 architecture
with a softmax layer where they trained the model again using a mixture of masked and
unmasked images. While this paper does not mention the exact use of the datasets and
only mentions the use of PINS Face Recognition dataset, it is assumed that the model was
transfer-learned using this dataset and tested against a different split of these datasets;
therefore, it is required to train using masked and not masked type of images every time
a new identity introduced into the recognized list.
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The idea of transfer learning using masked face images is also presented by Anwar
and Raychowdhury [5] who present a tool called MaskTheFace to help create datasets
to be used when training a model. The authors claim that this additional masked face
in the training sets manages to increase the performance of the model by up to 34%.
This type of model improvement was also experimented by Wirianto and Mauritsius [10]
that performed transfer learning on a pre-trained ResNet100 model using an ArcFace loss
function with a self-collected dataset called Indonesia Labelled Face in the Wild (ILEW).
This study claims to obtain an accuracy of 92% during the training process.

TABLE 1. Related works

Works Method Dataset FR model Classifier |Results
[5] Dataset Augmenta.tlon LFW-Simulated FaceNet Verification|93.43%
+ Transfer Learning
Crobpin VarGFaceNet
o | Tt L RMFR-CEN ShuffleNet | Verification| 77.2%
& MobileFaceNet
Croppin MobileNetV2 Softmax
[7] PPILE PINS VGG16 91.37%
+ Transfer Learning SVM
HOG
. Convolutional
Cropping SMFRD . . .
8 + Train from Scratch | Extended YALE B Attention | Verification 81.42%
Module
[10] Data Augmentation ILFW ResNet100 B 929
+ Transfer Learning | (Indonesia LEW) + ArcFace 0

The other idea of improving existing models by cropping the input image as used by
Saib and Pudaruth [7] was also evaluated by Martinez-Diaz et al. [6] and further studied
by Li et al. [8]. By cropping the face and leaving parts not covered by the mask, make
the recognition process similar between masked and not masked cases. With this method
of preprocessing, Martinez-Diaz et al. [6] experiments manage to capture an accuracy of
77.2% when performing close identification using MobileFaceNet which has been finetuned
using WebFace Dataset. Li et al. [8] further studied the cropping method and parameter
with findings of the optimum cropping ratio between eye distance and cropping height.
Within the study, they claim to obtain an accuracy of 81.42% given train on not masked
and tested on the masked image.

This review concludes that most of the study that has been done on masked face recog-
nition requires some degree of tuning. This can be in a form of training the model from
scratch as well as transfer learning on a pre-trained model using simulated or preprocessed
by cropping datasets. To the best of our knowledge, there has not been any study that
presents the performance of the model without any form of tuning given the masked face
scenario. Therefore, this study explores the effect of masked as well as experiments on
the cropped method given a pre-trained model without tuning. This study also proposes
and explores another cropping method to improve performance without the need for re-
training.

3. Research Methodology. This section presents the research method that has been
performed to obtain the experiment results. The process of this experiment is presented
in Figure 1. The first step is data collection. This step shows which dataset was used
in the experiment and its properties before being augmented and preprocessed for this
experiment. Next is data augmentation and preprocessing. Here we present a detailed
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FIGURE 1. Research stages

process of augmenting normal face recognition datasets to fit our masked scenario, as
well as the preprocessing method and our proposed method for improvement without
retraining the face recognition model. Lastly, present the research methodology and the
evaluation. This section shows the model and classification method used in the study,
the experiment scenarios that represent the masked face recognition cases, as well as the
evaluation method used in the study.

3.1. Data collection. For this experiment, four publicly available datasets were in the
evaluation. These datasets are COMASK-20 [12], PINS [13], YALE [14], and MFR-2 [5].
COMASK-20 dataset provides some masked face images. These images can be a real
masked face or a generated one. MFR-2 contains both real-life masked and not masked
images without any generated masked face images. On the other hand, PINS and YALE
do not contain any masked face image. Therefore, an augmentation process was done
on these datasets creating a copy of the masked face image. This step will be discussed
further in the next section. Table 2 shows the properties of each dataset collected.

3.2. Data augmentation. As mentioned before, some datasets do not contain any
masked faces. Therefore, an augmented version of PINS and YALE was created by sim-
ulating face masks upon each of its images. To solve this issue, a masking tool by the
name of MaskTheFace [5] was employed to perform mask augmentation on the dataset
without a masked face. This tool utilizes the dlib face landmark to cover the mouth area
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TABLE 2. Dataset properties

Dataset Identity | Images
COMASK-20 [12] 312 2,824
MFR-2 [5] 53 269

PINS [13] 105 17,534
YALE [14] 15 165

TABLE 3. Dataset grouped by masked and not masked images

Dataset Class | Not masked | Masked
COMASK-20 312 1,371 1,300
MFR-2 53 98 167

PINS (Augmented) | 105 14,545 10,664
YALE (Augmented) | 15 165 161

with an image of a mask. This tool generates masked images using random mask options
excluding the gas masks that are available within the tools. This augmentation process
separates the masked and not masked datasets. Therefore, a separation process of masked
and not masked images in COMASK-20 and MFR-2 into separate folders has also been
performed. This separation of masked and not masked will be used in the creation of test
and train splitting for each scenario in the evaluation stage.

3.3. Data preprocessing. After the augmentation and the separation of the masked
and not masked dataset, preprocessing steps were taken to find the face location, align,
and crop based on the preprocessing method on the masked area. For this preprocessing,
we employ an implementation of RetinaFace [15] model by [16]. Using the face area and
facial landmark generated by the face detection model, we perform the alignment process
using the eye locations to rotate each image accordingly and then isolate the face area
to get the image for input without the preprocessing. For the cropping preprocess, using
the y-axis of the nose landmark, we cropped the image height from the top of the face
area to the y-axis of the nose. This cropping scenario represents the experiment that was
done in [6,7].

In this study, we proposed another masked area cropping method that preserves the
height of the face area. Rather than cropping the masked area and changing the image
height, we keep the height of the face area but map every value below the y-axis of the
nose to zero value. We call this method of cropping by zeroing. Figure 2 shows an example
of every preprocessing method used in this experiment.

3.4. Experimental design. This section presents in detail the scenarios and parts on
which the evaluation performed. This includes the pretrained model that was used in this
study and where we obtain them, the classifier used in the identification process, and
detailed scenarios that we created for this study.

3.4.1. Face recognition models. For the face recognition model, FaceNet [17], ArcFace
[18], and MobileFaceNets [19] are chosen to generate the face embeddings for the classi-
fiers. These models are chosen as they are generally publicly available. The FaceNet and
ArcFace model that was used in this study is obtained from [20] which is a collection of
models from [9] and [21] respectively, while the MobileFaceNets model was taken from
[22]. These models will be used to perform feature extraction from the preprocessed image
into a form of vector representation of the image called face embeddings.
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3.4.2. Classifiers. In this experiment, we want to test the performance of the pre-trained
face recognition model given a masked face scenario without any process of retraining or
fine-tuning of the face recognition model. To get the results, we evaluated the performance
of classifiers with the input of face embeddings generated by the face recognition model.
The classifiers we have chosen are KNN, SVM with One vs Rest strategy, and Mean
Embeddings (ME) [23]. These classifiers are chosen as it is the common option and has
relatively faster training time than training a classifier layer.

K-Nearest Neighbour (KNN) performs classification by selecting the K number of the
closest distance between the candidate and trained data. The identification process then
counts the most appearing label in the K closest to the predicted value.

Support Vector Machine (SVM) creates hyperplane boundaries between trained classes
to perform prediction by deciding which side of the candidate falls relative to the trained
boundaries. One vs Rest strategies make a boundary for each label with each data in a
given label as positive data and every other labels as negative data. With this approach,
the comparison should only be performed at most based on the number of labels which
should be faster than the other strategy of One vs One.

Mean Embeddings (ME) [23] performed identification by performing distance compari-
son using the means of each trained label against the candidate. This algorithm performs
distance comparison only to each means of labels. This method was implemented using
the NearestCentroid module in scikit-learn.

3.4.3. Scenarios. The experiment was performed based on scenarios of masked face recog-
nition. For this experiment, four scenarios representing different kinds of preprocessing
were created. Within each scenario, first, we perform feature extraction using a face recog-
nition model, next use the training split to train the classifier, and lastly perform testing
by predicting the subject of each image in the testing set. These scenarios evaluate the
prediction of the trained classifier using each combination of preprocessing based on the
scenario. Each classifier in every scenario was trained using not masked data and tested
accordingly using masked data except in the first scenario.

The four scenarios that were used in this experiment are detailed as follows. The first
scenario acts as the baseline where the train and testing are images without masks. The
purpose of this scenario is to benchmark the performance of the face recognition model
given its intended purpose. This scenario also acts as a validation for the usability of the
pre-trained models gathered for this study. The second scenario presents the testing data
using a dataset containing both masked and not masked data. This scenario represents
the reality of the existing system when faced with masked faces. Next, the third scenario
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experiment performed train and test given the dataset has been preprocessed, cropping
the masked area. This type of preprocessing has been previously studied and has shown an
increase in performance compared to the second scenario [6-8]. Lastly, the fourth scenario
presents a similar condition to the third scenario but uses zeroing instead of cropping.
Table 4 shows that every scenario other than the first is tested using a masked dataset
and the preprocessing method used in each scenario. Figures 3-6 show an example of
images used in the training and testing process after being augmented and preprocessed.
The test example shown in Figures 5 and 6 use the masked type of data before being
preprocessed as can be seen by the little leftover of the mask part near the subject nose.

TABLE 4. Scenario properties

Scenario | Masked test data | Preprocessing (train & test data)
1 No Without preprocessing
2 Yes Without preprocessing [6,7]
3 Yes Cropping [6,7]
4 Yes Zeroing (proposed method)

Train Test Train - Test

FIGURE 3. Scenario 1 FIGURE 4. Scenario 2

Train Test Train Test
FIGURE 5. Scenario 3 FIGURE 6. Scenario 4

3.5. Evaluation. As mentioned in the research method, the train will be used to train
the classifier in identification cases. This experiment split the training and testing image
based on the individuals, this ensures that each test image will have at least one of its
images as part of the training dataset.

The splitting process was performed with a 0.33 ratio for testing on the not masked
part of the dataset. Then for each individual in the test set, images from the masked set
are randomly picked to match the number of test images for that subject. This ensures
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that the number of masked and not masked images in the test image will always be the
same. This process often oversamples the masked images as it is likely that the masked
image dataset contains fewer images than its not masked counterpart. This could be due
to the limitations of the dataset or the inability to process certain images during the
preprocessing step. Some labels in datasets COMASK-20 and MFR-2 may only contain
one not masked image that will be attempted to be split. This resulted with an error
in the splitting process that will cause the number of labels to be less than the original
dataset. Table 5 shows the splitted dataset used in this experiment.

TABLE 5. Scenario properties

Train Test
Dataset name | Label (Not masked) | Not masked | Masked
COMASK-20 [12] | 293 807 454 454
MFR-2 [5] 45 45 45 45
PINS [13] 105 9,695 4,850 4,850
YALE [14] 15 105 60 60

The evaluation was performed using the train-test split shown in Table 5 that record
evaluation matrix of accuracy and weighted F1 score. The record accuracy was calculated
by dividing the correct prediction of the trained classifier by the total image in the test
part of the dataset (1). The F1 score was calculated using the weight of each label due
to the imbalance of the dataset (2). The weight of each class is calculated using the ratio
of the portion of the class within all images in the test dataset (3).

Ture Positive
A =—— x 100 1
Y = otal Images % (1)

W@Zght avg F1= F]-Classl X Wl + F]-C’lassQ X W2 + -+ F]-Classn X Wn (2)
Image Count in Class n

Total Data (3)
This experiment also records the processing time as a general comparison between each
method and combination. For this, the time recording was performed using the Python
“time” built-in library. A timestamp is recorded before calling the predict function both
in face recognition model inference and the classifier. Another timestamp is then called
after each “predict” function is completed. Time difference between both timestamps is
subtracted to get the total computational time given processing a dataset. This value is
divided by the total of the predicted image for an average inference time for an image.

W, =

4. Result and Discussion. This section shows the results of the study which have
been obtained. This part shows the results of the classification scenario obtained in this
experiment.

4.1. Classification scenarios. The results of the experiment are shown in Table 6. The
table shows the recorded accuracy of each face recognition model and classifier for every
testing scenario. These scenarios have been previously presented in Section 3.4.3 which
contains improvements attempt when facing masked faces in scenarios 3 and 4. Data in
Table 6 shows comparable results when comparing results with the same dataset.
Excluding the first scenario that acts as a baseline, scenario 4 shows the best result
compared to scenarios 2 and 3. Scenario 4 shows mostly positive improvement over the
other scenario excluding the first. With the highest difference between scenarios 2 and
4 of 29.38% in accuracy when tested on COMASK-20 dataset with ArcFace as its face
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TABLE 6. Classification results

1095

Face Accuracy (%)

Datasets recognition |Classifier Seenario 1 Scenario 2 | Scenario 3 | Scenario 4
model 6,7] 6,7] (Proposed)

ME 95.81 54.84 74.75 78.17

MobileFaceNet| KNN 83.70 53.19 64.02 65.97

SVM 96.47 64.31 77.31 78.04

ME 97.35 54.40 57.31 83.78

COMASK-20|  ArcFace KNN 81.49 47.24 53.78 70.97

SVM 98.01 74.33 69.63 86.34

ME 92.51 52.20 66.82 76.34

FaceNet KNN 74.22 42.95 55.60 60.97

SVM 93.39 65.41 73.41 76.46

ME 90.97 76.65 47.32 81.41

MobileFaceNet| KNN 86.96 64.03 42.03 73.50

SVM 94.81 85.44 65.75 87.97

ME 88.44 70.58 28.10 81.80

PINS ArcFace KNN 87.73 65.71 46.57 76.24

SVM 95.82 88.34 70.17 89.98

ME 91.37 81.26 69.42 82.14

FaceNet KNN 90.39 72.25 66.42 80.61

SVM 93.83 85.98 79.22 88.06

ME 93.33 79.16 94.16 95.83

MobileFaceNet| KNN 93.33 80.83 90.00 95.83

SVM 98.33 92.50 96.66 97.50

ME 100.00 81.66 51.66 97.50

YALE ArcFace KNN 100.00 74.16 61.66 94.16

SVM 100.00 90.00 82.50 98.33

ME 98.33 85.83 89.16 93.33

FaceNet KNN 98.33 84.16 84.16 90.83

SVM 98.33 93.33 90.83 97.50

ME 93.33 56.66 30.00 63.33

MobileFaceNet| KNN 22.22 21.11 5.5d 15.55

SVM 91.11 74.44 45.55 80.00

ME 91.00 51.00 31.11 58.88

MFR-2 ArcFace KNN 15.00 12.00 10.00 10.00

SVM 93.33 65.55 38.88 71.11

ME 95.55 68.88 60.00 60.00

FaceNet KNN 15.55 13.33 11.11 12.22

SVM 95.55 70.00 65.55 71.11

recognition model and Means Embedding as its classifier. This shows that the proposed
method of zeroing does impact the performance with positive results.

Overall the highest accuracy recorded is obtained using SVM as its classifier.

The

face recognition model that shows the highest performing results is ArcFace, with the
exception of the MFR-2 test where the MobileFaceNet performs better.

Figure 7 shows the average of the accuracy recorded from Table 7 into a box plot
grouped by each scenario, while Figure 8 shows the F1 score of the recorded weighted
F1 score. The first scenario presents a baseline performance of each model given their
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TABLE 7. Average accuracy for every scenario

Metric | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
Accuracy | 86.46% 65.01% 58.76% 74.13%
F1 score 0.90 0.71 0.63 0.78

intended usage, to generate face embeddings on images without any face mask. The eva-
luation of the first scenario is expected to perform well and outperforms every other
scenario tested. This expectation is reflected in the recorded result in each figure between
7 to 12 with the blue color box plot with an average accuracy of 86.46% and an average
weighted F1 score of 0.90.

The second scenario provides an example of the existing solution without considering
masked faces when presented with masked face scenarios. Performance within this sce-
nario is expected to decline compared to the first scenario. The evaluation in this study
records an average accuracy of 65.01% which is a 21.45% decrease. This result is expected
as has been found before by the previous study [5-8].

The third and the fourth scenarios performed the same scenario as the second sce-
nario but present a preprocessing method on top of the dataset before performing face
embedding extraction. In the third scenario, the cropping method [6,7] was used as an
attempt to improve the performance. The results of this scenario show interesting results
which shows that this method of improvement shows performance decline when used on
not retrained models, with an average accuracy of 58.76% which is lower than the second
scenario. However, with the high variance of the result shown by the box plot in Figures
7 and 8, this method might show improvement in some cases depending on the datasets.

Lastly, the fourth scenario was testing the proposed preprocessing method of zeroing.
Evaluation of this scenario was evaluated exactly like the third but with a different type of
preprocessing. The result in this scenario shows a positive improvement over the second
scenario with an average accuracy of 74.13%. While this result is still lower than the
baseline, this method still shows improvement over the existing solution without any kind
of finetuning on the feature extraction model.

Further results are grouped scenarios for each of their recognition models and classifiers.
Figures 9 and 10 show the experiment results grouped by each tested face recognition
model. Results of the average show that the tested pre-trained model ArcFace performed
better, with an average accuracy of 75.47% and an F1 score of 0.79. However, this per-
formance difference is very closely followed by the other two models.
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TABLE 8. Average accuracy (%) over face recognition models

FaceNet

Models Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
MobileFaceNet 85.26 65.15 60.44 73.64

ArcFace 87.46 63.20 48.79 75.47

FaceNet 86.68 66.70 67.05 73.28

TABLE 9. Average F1 score over face recognition models

Models Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
MobileFaceNet 0.90 0.72 0.63 0.78

ArcFace 0.91 0.71 0.54 0.79

FaceNet 0.89 0.71 0.71 0.76

1097

B Scenario | [ Scenario 2 [l Scenario 3 [ Scenario 4
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Figures 11 and 12 present the average of results grouped by the tested classifier. The
result in this group also shows that the zeroing method that is tested in the fourth scenario
managed to perform better than the second and third scenarios. Based on the evaluated
result, SVM shows the best performance compared to the other tested classifier method.
SVM manages to score an accuracy of 84.44% and an F1 of 0.86. These results compared
to the other tested method are significantly better with more than a 7% difference in
accuracy when compared with Mean Embeddings. KNN shows very poor performance
with very low accuracy and high variance.
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.3

100.0
90.0
80.0
70.0
60.0
50.0
40.0
30.0
20.0
10.0

.0

ME KNN

7

955*

77,

SVM

FIGURE 11. (color online) Ac-
curacy over classifiers

1.00
.900
.800
.700
.600
.500
.400
.300
.200
.100

.00

score over classifiers

B Scenario | [ Scenario 2 [l Scenario 3 [ Scenario 4
% o5
95h4s o717
6 8 ©
. ’ 78821
6
60847 6
ME KNN SVM

FIGURE 12. (color online) F1



1098 R. J. SALIM AND N. SURANTHA

TABLE 10. Average accuracy (%) over classifiers

Classifier | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
ME 93.56 66.06 56.40 77.64
KNN 70.26 51.07 49.11 60.31
SVM 95.58 77.91 70.77 84.44

TABLE 11. Average F1 score over classifiers

Classifier | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
ME 0.96 0.73 0.61 0.81
KNN 0.78 0.60 0.54 0.66
SVM 0.97 0.80 0.74 0.86

4.2. Processing time. This study also records the processing time of each classifier
when combined with different combination of pretrained face recognition models. This
experiment was run on a laptop using with Ubuntu 20.04 using Intel i5-8300H CPU.
Table 12 shows the average processing time captured during model feature extraction, as
well as the classifier training and predicting time. This data was captured when evaluating
the scenario using PINS dataset. Feature extraction was time recorded when the image
is being predicted by the face recognition model. Classifier training time is the total time
to train the classifier using 8,326 training images, and the prediction is the average time
taken to predict a single feature by the classifier.

TABLE 12. Processing time results

. Time (ms . Time (ms
Pretrained model Feature ex(tra(>3t10n Classifier Predic(ting>
ME 0.0045
MobileFaceNet 33.00 KNN 1.2769
SVM 2.2585
ME 0.0080
ArcFace 77.00 KNN 4.2917
SVM 7.1692
ME 0.0051
FaceNet 34.57 KNN 1.1672
SVM 1.4890

The results of the feature extraction process are as expected. MobileFaceNet is expect-
ed be the fastest model while ArcFace being the most complex model present in this
experiment. The results of the classifier show that Mean Embeddings (ME) is the fastest
classifier method at predicting the class of the face embeddings evaluated in this study,
followed by KNN, and lastly the SVM.

4.3. Discussion of results. Based on the results of this study, we concluded that our
proposed method of zeroing has managed to improve the accuracy of the pre-trained
model without any form of retraining. While the performance is still below the baseline
and does not out-perform models which have been retrained with augmented data of
masked faces. It still manages to improve the accuracy when compared to masked face
recognition without any preprocessing or using cropping which changes the height of
the input image. When compared with previous works, the proposed method provides
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TABLE 13. Comparison result with previous works

Dataset Method Accuracy
Cropping + MobileNetV2 (retrain) [7] | 91.37%
PINS Cropping + VGG16 + SVM [7] 81.52%
Zeroing + ArcFace + SVM (Proposed) | 89.98%
VALE Cropping + Train from Scratch [§] 81.42%
Zeroing + ArcFace + SVM (Proposed) | 98.33%

comparable performance compared to some of the previous results. This comparison is
shown in Table 13.

The results of this experiment also show that the cropping method used in the previous
study [7,8] cannot be used directly on top of the existing pre-trained model. A retraining
process using a preprocessed dataset is required in order to improve the performance of
the recognition process. Without this form of retraining, the performance is shown to
have a very high variance.

Another result that can be obtained from this experiment is the recommended combi-
nation to be used according to the evaluated performance of combinations of pre-trained
face recognition model and classification method. The best combination according to
performance results found in this study is combining a pre-trained ArcFace model and
SVM classifier with the One vs Rest strategy while using zeroing as the pre-processing
method when considering masked face recognition without retraining the pre-trained mod-
el. However, when considering usage on portable devices, another model for face feature
extraction is preferred as ArcFace results having more than twice the time required to
process a single image while performing similarly to the other tested models. As for the
classifier, the performance of SVM shows a significant performance difference from the
rest and should still be preferred for usage on portable devices.

5. Conclusion and Future Works. With the recent global pandemic event, Masked
Face Recognition (MFR) has become an active research topic. With the challenge pre-
sented by the use of masks during the pandemic, many studies have trained and evaluated
face recognition models using masked face datasets to improve their performance. How-
ever, this method of improving the performance of the face recognition model might not
be available for everyone given the resource needed to train or finetune a face recognition
model is not small. Furthermore, the availability of these trained or tuned model is not
easily available to the public. Thus, this study explores the performance of publicly avail-
able resources such as face recognition models and methods of preprocessing to increase
the performance of these models against masked faces without the need for retraining or
tuning.

This study found that removing the masked area but leaving the relative location of the
facial landmark intact by zeroing the masked face rather than cropping it, can consistently
improve the performance compared to without any preprocessing of the input image.
The result of this study shows consistent improvement when comparing the identification
results given masked faces as a test scenario. While the results might not out-perform
models which have been retrained, it manages to improve the accuracy of these tested
models given masked face scenarios. Future works can explore the optimum cropping
method for this type of preprocessing. While implementation of this method can also be
explored for usability in portable devices.
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