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ABSTRACT. As of November 6, 2022, COVID-19 cases have increased in the South-
east Asia Region by approximately +28%. In dentistry, the COVID-19 infection can be
transmitted quickly through aerosol particles. Extra-Oral Suction (EOS) is a mechanism
for sucking an aerosol of the patient to counter the transmission of COVID-19; nev-
ertheless the EOS suction nozzle is still manually driven. This allows aerosol particles
to escape the mechanism when the patient turns his head or shifts the position of the
head. In this case, Visual Servoing (VS) is required; In the realm of image processing,
specifically in the context of mouth openness detection, we explore the integration of au-
tonomous control mechanisms to dynamically adjust the orientation of a nozzle. We used
a PBVS (Position-Based Visual Servoing) approach integrated with the TensorFlow deep
learning models, namely EfficientDet DO, Single Shot Detector (SSD) MobileNet, and
SSD ResNet50. Based on the test results of mouth openness detection, EfficientDet has
the highest accuracy reaching 100%, SSD MobileNet has an accuracy of 97%, and SSD
ResNet50 has an accuracy of 98%. In addition, the system can track the position of the
human mouth with a response speed of 135 px/s and an accuracy of 78.1%.
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1. Introduction. According to World Health Organization (WHO) data, confirmed CO-
VID-19 cases as of November 6, 2022 reached more than 629 million; more than 6.5 million
deaths recorded globally. Recently, COVID-19 cases have risen in the region of Southeast
Asia (+28%) moderately and in the Western Pacific region (+10%) steadily, caused by a
rise in mortality rates in the Southeast Asia region (+535%). Meanwhile, in Indonesia in
November 2022, there was an increase of 56%: there were 30,670 new confirmed cases of
COVID-19 and a 38% rise in death cases, of 232 cases compared to the previous week’s
cases [1].

The COVID-19 virus is expanding quickly in several countries. Furthermore, reported
by WHO, the transmission of SARS-CoV-2 can take place by contact, both indirect and
direct, or close contact with a contaminated patient via secretions such as saliva and
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respiratory secretions or breathing droplets detached when a contaminated individual
coughs, sneezes, and talks. The diameter size of the breathy droplet is about > 5-10 pum.
On the other hand, the ones that have a diameter size of < 5 pwm, namely the droplet
nucleus or aerosol [2]. In addition, aerosols can be kept in suspension in the air for up to 1
hour [3]. Next, dentists are at a higher risk of COVID-19 contact because their work area
is around patients’ mouths, coming into contact with saliva, rising the chance of aerosol
spread of COVID-19 during treatment [4].

In response to the above problem, recommended safety protocols have been suggest-
ed to counter COVID-19 transmission in dental clinics by utilizing Extra-Oral Suction
(EOS). The aerosol viruses that entered into EOS will be eliminated by filtering using
the prefilter, subsequently filtrating through the medium filter, and finally refining using
the High-Efficiency Particulate Air (HEPA) filter. In other words, HEPA filtration is the
only solution to eliminate the spreading of COVID-19 completely [5]. The HEPA filter
is capable of trapping virus-sized airborne particulates with > 99.9% accuracy [6]. The
particles that have been filtrated are then illuminated by ultraviolet light, enabling such
particles to assassinate the virus effectively [7]. Nevertheless, the suction nozzle device
is manually moved and positioned, so that the position and distance of the Extra-Oral
Suction (EOS) nozzle are directly above the head and pointed towards the patient’s oral
cavity. This may cause some particles of aerosol to be sucked up by the device when the
patient is turning their head or shifting their head position.

The contribution of this article is to build a visual servoing robot on an Extra-Oral
Suction (EOS) which includes constructing a mechanical EOS robot, designing an electri-
cal robot, developing a mobile app, building a system control, collecting mouth openness
data set and creating a mouth openness pose detection system using deep learning. In
the previous article, Peng et al. [10] compared Position-Based Visual Servoing (PBVS)
and Image-Based Visual Servoing (IBVS) for industrial robotic assembly. Nishad [14]
developed a Keras model for driver drowsiness detection. Zhang et al. [25] researched
expression recognition methods on MobileNet V2-SSD-based robots that can recognize
facial expressions in real time and accurately.

This article used the Position-Based Visual Servoing (PBVS) method which is a method
to navigate robots by utilizing visual data information. This means the processing of
input images, control theory, and robotics are integrated to steer the robot’s movements
according to the visual information which is captured by the camera [8]. In addition, we
combined the TensorFlow model to detect mouth openness position in input images and
the PBVS control method to compute the movement of the servo. Therefore, EOS robotic
system was created combined with visual servoing technology. In other words, EOS can
automatically track and shift the suction nozzle position following the coordinate of the
patient’s oral cavity.

The article is organized as follows. Section 1 discusses the introduction and Section 2
explores the proposed method and materials. The results and discussion are provided in
Section 3. Finally, Section 4 summarizes this research.

2. Material and Method. Figure 1 represents the overall flowchart of the previously
mentioned system. First, the user will receive command input through the mobile appli-
cation by the app we developed. The app includes some control buttons, for example, up,
down, left, and right. Then, the command is sent to the microcontroller via Bluetooth
communication. Furthermore, the command will be computed and sent to the servo, en-
abling the robotic arm to move or turn on/off the suction machine. Consequently, when
the suction machine is on, the webcam will automatically turn on, so that image input
will occur. Next, the mini PC will process the image input from the webcam; therefore, it
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F1GURE 1. Flow diagram of the system

will detect the position of the mouth and it will send the result position to the microcon-
troller. Subsequently, the microcontroller will compute the movement of the servo based
on the result of the position and will be sent to the servo. Hence, the robotic arm can
move according to the patient’s oral detection results and will continue to recur until the
sucking machine is turned off.

2.1. Mechanical and hardware design. Image-Based Visual Servoing (IBVS) has
greater robustness due to its camera calibration accuracy. Nevertheless, Position-Based
Visual Servoing (PBVS) is steadily more accurate and faster than IBVS. This outcome
is driven by the fact that the target of visual servoing in the image plane is derived from
the target of a reference, which is dependent on the camera’s model accuracy [10]. PBVS
used a configuration of cameras on the end effector, as illustrated in Figure 2.
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FiGurE 2. Configuration camera of PBVS

PBVS used the data of visual to construct the robot’s 3D pose and kinematic errors
that resulted in Cartesian space and actuator command mapping. In this case, calibration
of the 3D camera is needed to map the feature data of the 2D image to the Cartesian
space data [11]. PBVS predicted the relative object to the coordinates of the camera and
the position of the system. The error of the image has to transmit to induce the rotation
and movement of the camera [12].
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Figure 3 shows an EOS robot display with its five important parts: the suction ma-
chine inside the robot body, the camera installed on the robot’s end effector, two servos
seated on the end effector and the base of the robotic arm, and the Embedded PC and
microcontroller on top of the robot body.
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FI1GURE 3. Robot mechanics of PBVS

We have chosen Arduino UNO as a microcontroller because its easy-to-implement na-
ture makes the system cost-effective and adaptable for small and medium-sized industries
[9]. We used several hardware components such as Dynamixel Shield, Dynamixel Servo
MX-28 as a robot arm drive, Bluetooth HC-05 as communication between Arduino UNO
and Servo App, embedded PC as image processing, webcam, power supply, DC motor,
and 4 Channel Relays. Arduino UNO is combined with the Dynamixel Shield so that
Arduino UNO can control the dynamixel servo directly using a TTL cable. Dynamixel
Shield gets voltage from a 12 V power supply connected to 220 V. AC power. In addition,
Dynamixel Servo regulates the input voltage entering the Dynamixel Servo 5-16 V and
Arduino UNO, namely 5 V. Dynamixel Shield is connected to Intell NUC via a USB
FTDI cable to communicate data from image processing obtained from Intell NUC with
image input from the webcam. The Dynamixel Shield is also connected to two Dynamixel
Servos, namely the Dynamixel Servo on the end effector and the Dynamixel Servo on the
base arm of the robot via a TTL cable. Both Dynamixel Servos require an average of 9 V
voltage and 100 mA current to run optimally. The following is a table of the Dynamixel
Servo TTL PIN and Dynamixel Shield TTL PIN pair. Dynamixel Shield is also connected
to the relay as a switch to disconnect or connect the HC-05 Bluetooth RX and TX PINs
to set FTDI USB and Bluetooth serial communication to work alternately. In addition,
the relay acts as a switch to disconnect or connect the current and voltage to the DC
motor on the EOS robot. The following are tables of the Relay PIN, Dynamixel Shield
PIN, HC-05 Bluetooth PIN, and DC motor PIN on the EOS robot. The hardware circuit
of the robot can be viewed in Figure 4.

Dynamixel is a powerful controller package; this can bring up a manager that requires
parameters such as namespace, motor port, motor ID range, baud rate, and update rate
[13]. Therefore, we have chosen Dynamixel Servo to move the robot arm, which can
be adjusted to rotate in continuous rotation mode or positional rotation mode. Two
Dynamixel Servos are used on the EOS robot arm: the Dynamixel Servo at the end
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FIGURE 4. Hardware design

effector is set with the positional rotation mode and the Dynamixel Servo on the base
arm of the robot is set with the continuous rotation mode. In addition, the Dynamixel
Servo can also be adjusted in the direction of rotation: CCW (Counter Clockwise) and
CW (Clockwise).

The top of the Dynamixel Servo (located on the end effector) can rotate by directly
accessing the degree value or by incrementing the degree. The upper Dynamixel Servo is
also limited, in the 90-190 degree range. Whereas, the lower Dynamixel Servo (located
on the base arm of the robot) rotates 360 degrees one turn at a time and can rotate a
maximum of 8 rounds without stopping. In addition, the lower Dynamixel Servo is also
given a rotation limit to the left and right.

2.2. Robot controller app. We have developed a Flutter-based android application
that aims to control the servo rotation on the EOS robot arm. The application uses
Bluetooth communication to send or receive data to the Arduino UNO.

The following Figure 5 is a more complete explanation of each button on the application,
such as being able to control the EOS robot arm so that we can position the arm to open
when the robot wants to be used; on the other hand, we can also close and tidy up the
robot arm when the robot does not want to be used. In addition, the application can also
set the relay switch so that the application’s Bluetooth Communication protocol and the
embedded USB FTDI PC can run alternately.

2.3. Mouth openness detection. We utilized the Drowsiness Detection dataset from
kaggle.com consisting of 290 images of the driver yawning or opening the mouth [14].
We used the dataset because the oral condition in the dataset is close to the patient’s
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FIGURE 6. Drowsiness Detection dataset

requirement when opening the mouth in dental care. Furthermore, we have flipped every
image of the dataset. Therefore, we have 580 datasets. We split the dataset into 480
images for model training and 100 images for model training validation. The Drowsiness
Detection dataset is illustrated in Figure 6.
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We labeled the open mouth region of each image using labelimg.py, resulting in a
corresponding eXtensible Markup Language (XML) file. Furthermore, all data recorded
in the XML file will be made into the Comma Separated Values (CSV) file format. We
also create a label_map.pbtxt file containing the ids and annotations of all the data sets.
All CSV file data and label_map.pbtxt will be sorted and recorded into a TFRecard file
that contain byte strings for data payloads, plus data lengths.

TensorFlow is Google’s computational framework that can effectively implement a va-
riety of deep learning algorithms and provide excellent support for convolutional neural
networks [15]. We have used TensorFlow models to troubleshoot openness mouth detec-
tion. We have used three models from TensorFlow: EfficientDet DO 512 x 512 with a
speed reference of 39 ms and mean average precision 33.6 on the COCO dataset, Single
Shot Detector (SSD) MobileNet V2 FPNLite 320 x 320 with a speed reference of 22 ms
and mean average precision of 22.2 on the COCO dataset, and an SSD ResNet50 V1 FPN
640 x 640 with a speed reference of 46 ms and a mean average precision of 34.3 on the
COCO dataset [16].

The EfficientDet is a scalable and efficient target detection algorithm that improves
the fusion structure of FPN multidimensional features and borrows ideas from the Effi-
cientNet model display method for reference. EfficientDet consists of three components:
EfficientNet, Bi-directional Feature Pyramid Network (BiFPN), and Prediction Detection
Network. EfficientNet was previously trained on the ImageNet backbone network. Next,
go to the BiFPN section, which combines top-down and bottom-up features in Efficient-
Net to frequently generate Level 3-7 features, followed by the stage of introducing the
prediction network, where a box is seen as a prediction indicator. Since EfficientDet is
an anchor-based target detector, the initial anchor value must be adjusted correctly to
get the best results [17]. EfficientNet’s multi-scale feature function algorithm formula is
shown below:

PP — Conw (wl * P"n + w2 * Resize (P™n + 1))

1
wl +w2+¢€ (1)
w'l * P™n + w'2 x PPn + w'3 x Resize (P®"'n — 1)) )

Py = Conv
wl+w?2+w3+e

P is the graph of the input features of the nth layer, Pn is the intermediate feature
graph of the nth layer, P°“n is the output feature graph of the nth layer, and wi represents
the weight occupied by the ith feature [18]. The system detects the opening of the target’s
mouth in real time. More BiFPN layers improve detection performance but decrease
inference speed. EfficientDet DO is the fastest algorithm among all EfficientDet models
because it has a simple BiFPN layer for detecting objects. Therefore, small mathematical
parameters are suitable for application in embedded systems.

Besides that, we used Single Shot Detector (SSD) MobileNet to detect mouth open-
ness. The SSD network architecture was based on VGG-16 and was used to extract basic
features. Convolution network series can also extract advanced features from objects (de-
tecting targets of different scales) using a multi-scale prediction structure [19]. There are
two parts of the SSD MobileNet algorithm. The first part is the MobileNet network locat-
ed on the front end to extract the initial characteristics of the target (based on VGG-16).
The second refers to a network that resides on the back end that can detect multi-scale
features to get the distinctive features of the front-end network under different conditions
[20]. The architecture of the SSD model using MobileNet to extract the feature map is
shown in Figure 7 [21].

Depth-separable Convolution mainly involves two separate layers: Depthwise Convo-
lution and Pointwise Convolution. The Depthwise layer will filter whereas the pointwise



1384 R. SIGIT, A. YULIYANTO, M. ROCHMAD AND I. S. AZHAR

Input Depthwise separable convolution
224x224x3
C1: Dwa: Pw2: F15:Layer
2@12x12  32@112x112  64@12x112 1024
e —— — PWa: PW13: PW14: m Output
NN RN 1024@7x7  1024@7x7 Ciaases
T
= ..‘.:‘-""‘r
ﬁfz: 1024 =
N3 i
L . Global average
. Depthwise separable
_ Depthwise  Pointwise  pepthwise separable o voluﬁf'; pooling  _
Convolution convolution  convolution convolution oonne':'.tions

FIGURE 7. SSD MobileNet architecture

layer combines feature maps from different channels. With this split operation, compute
costs are significantly reduced [25].

In addition, we also use the SSD-ResNet50 model for mouth openness detection. A
residual module is an approach used in ResNet50 (Residual Neural Network). The module
serves to unblock the potential optimization of deep networks. Identity mapping shortcut
connections between network inputs and outputs can be added with a specific approach
22].

Figure 8 shows the architecture model of ResNet50, where x is the residual block input,
F(z) is the residual mapping, and ReLu is the activation function. In the standard
advanced propagation artificial neural network, it is necessary to perform jump links to
pass through i links [24]. Hence, the information of input z is directly passed to the
output. Each time a layer is passed through, one remaining block will be generated [23].

Weight Layer

F(x) wReLu

Weight Layer

F(x)+x

F1GURE 8. ResNet residual block structure diagram

2.4. Automatic mouth tracking. The system combines mouth openness detection im-
age processing with servo control. In this case, the system moves the upper servo parallel
to the z-axis of the camera shown in Figure 9. In this feature, the z-axis is set fixed
because the fixed joint has not been paired with a servo. On the other hand, the y-axis
is set fixed in this case. The y-axis is closely related to the lower servo rotating against
the z-axis, and lower servo is not used in this feature because the lower servo takes 0.92
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seconds to perform one command, which is one full 360-degree turn. This causes data
buffering on the microcontroller because the mouth openness detection process is carried
out in real time.

We use PBVS to move the robot arm according to the position of the human mouth.

ZPBVS = (Z%) = (h-1)(W'(Z7)) (3)

PBVS predicts the relative object to the camera coordinates and the position of the
system. The error of the image must be transmitted to form the motion and rotation of
the camera [12]. In the case of PBVS, the error is in h and h'(Z*) is the midpoint of the
camera frame, where ZPBVS will converge to Z* (target pose).

We provide an error tolerance of 80 pixels. This is because, within one degree, the
increase from the servo is 50-80 pixels at a distance of approximately 15-25 c¢m of the
camera from the object. When there is an error of 80 pixels, the upper servo moves up 1
degree (increase), and vice versa; when there is an error smaller than or equal to —80, the
upper servo moves down 1 degree (decrease). As long as the error is still above 80 pixels,
the servo end effector will continue to increase, whereas when the difference in error is still
below —80 pixels, the servo end effector will still decrease. An illustration of automatic
mouth tracking can be seen in Figure 10.

O

F1GURE 10. Automatic mouth tracking illustration

The accuracy calculation is based on comparing the difference between the initial dis-
tance of the camera frame and the target mouth to the difference in the final distance
between the two. Below is the formula for calculating position accuracy:
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[
accuracy = 100 — (M * 100> (4)

iitial error

The testing of the response speed of the robot’s movements is based on a predetermined
set point. The speed calculation is based on the difference in distance divided by the time
traveled. Here is the formula for calculating the response speed:

total error

(5)

3. Results and Discussion. This research focuses on the construction of COVID-19
aerosol suction robots and the expansion of methods for building and choosing which
methods are suitable for the automatic mouth openness tracking feature. The open mouth
tracking process is integrated using visual servoing methods consisting of PBVS as a
control approach and deep learning for open mouth detection. Here are the results of our
research.

response speed = ,
time

3.1. Evaluation model TensorFlow. There are three general indicators in evaluating
the training model, namely precision (what is the proportion of positive samples out of the
predicted number that were correctly predicted positive class?), recall (what proportion of
the actual objects did we capture?), and loss total (what is the ratio of the total evaluated
samples that were incorrectly predicted?) [26]. We have assigned 100 step number of model
training to each TensorFlow model. The evaluation model based on validation dataset
training is shown Figure 11.

Performance Measurement
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FIGURE 11. Performance measurement of TensorFlow model

3.2. Mouth openness detection comparison results. Based on the evaluation results
of each model, EfficientDet is the method with the highest level of accuracy, achieving
the lowest loss of 18.8%. However, this model takes longer than other models at 55 ms
to detect objects. On the other hand, the SSD MobileNet has a total loss of 33.2% with
a detection speed of 26 ms (fastest than other models), whereas the SSD ResNet50 has
a total loss slightly larger than the SSD MobileNet total loss of 34.9% with a detection
speed of 48 ms.

Mouth openness detection testing was carried out using 100 images of people opening
their mouths. There was a condition of turning their heads right and left and rotating
the face approximately 10-30 degrees. The distance between the head and the camera is
approximately 15-25 c¢m, as shown in Figure 12.
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The following are the results of the mouth openness test shown in Table 1.

TABLE 1. Mouth openness comparison result

Success detection Not
Method Rotating Facing Turn Accuracy
detected
face forward head
EfficientDet DO 12/12 44 /44 44/44 0/100 100%
SSD MobileNet | 12/12 A1/44  44/44 |  3/100 97%
SSD ResNet50 12/12 44/44 42/44 2/100 98%

The EfficientDet DO model has a detection accuracy of 100% based on the 100 datasets
we have prepared. On the other hand, the SSD MobileNet model achieves an open mouth
detection accuracy of 97%; the SSD MobileNet model cannot detect open mouths when
the head turns approximately 50 degrees. Whereas the SSD ResNet50 gets an accuracy of
98%, this model has difficulty detecting an open mouth when the head is approximately
15 cm.

3.3. Automatic mouth tracking results. Testing the accuracy of robot movements
based on tracking the human mouth area is carried out in a room with normal lighting
where the object (human) is lying and facing upwards (to the EOS robot’s sucking nozzle).
The distance between the head and the nozzle is approximately 15-25 cm, with the robot’s
position on the person’s left side. In this test, there were 13 different subjects of people.
The subject will turn his head to the right or left to test the accuracy and response
speed of the mouth-tracking feature. The human mouth tracking feature is given an error
tolerance of 80 pixels. The accuracy test of the robot’s movements is based on the actual
condition of the mouth position by taking 10 fps test data, as shown in Figure 13.

We have evaluated 13 robotic arm movement control tests based on the camera frame.
Each experiment has a different target distance. In the frame of the camera, we divide 2
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parts, namely the right and left parts by drawing a vertical line. When the starting point
of movement is positive, the target must be located on the right side of the camera frame,
and vice versa when the point is negative, it is certain that the target is on the left side
of the camera frame.

Figure 14 shows the accumulated response speed and accuracy of oral tracking tests
based on pixel errors on the camera.

Based on Figure 14, the results of human mouth tracking tests have an average response
speed of 135 px/s and an average accuracy of 73.1% for pixel displacement (midpoint frame
camera) in the image. The accuracy result is also influenced by the pixel error tolerance
of 80 pixels to the position target.

4. Conclusions. We built a COVID-19 aerosol suction robot based on mouth detection.
Here we used a PBVS (Position-Based Visual Servoing) approach integrated with the
TensorFlow deep learning model. We have tried three tensor models: EfficientDet DO,
Single Shot Detector (SSD) MobileNet, and SSD ResNet50. Based on the mouth openness
detection test results, EfficientDet DO has the highest accuracy reaching 100%. On the
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other hand, SSD MobileNet has an accuracy of 97%; this model has difficulty detecting an
open mouth at a close distance of 15 cm, whereas the SSD ResNet50 has an accuracy of
98%; this model has difficulty detecting an open mouth when the head is turned about 50
degrees. Based on the model evaluation results, the higher the object detection accuracy
is, the longer it will take to detect objects and vice versa. Moreover, the faster the object
detection computation time is, the less object detection accuracy will be. In addition,
based on the results of automatic mouth openness tracking, the system can track the
position of the human mouth with a response speed of 135 px/s and an accuracy of 73.1%
against the average pixel displacement (midpoint frame camera) with an error tolerance
of 80 pixels. As future direction, the response speed and accuracy could be enhanced by
adding some DoF (Degree of Freedom) of the EOS robot to move with more variety and
precision. In addition, upgrading a faster microcontroller and embedded PC could be
more real-time in arm robot movement.
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