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Abstract. To address the problems of how to resist internal attacks caused by offloading
traffic surveillance video processing tasks to the edge cloud and how to reasonably allocate
edge computing resources to reduce service latency and system energy consumption, this
paper proposes a trust-based offloading scheme for edge computing tasks. Firstly, a novel
trust scheme is presented, which establishes a trust feature value matrix and constructs
a difference function based on linear discriminant analysis. To achieve the best classifi-
cation performance, the maximization of the difference function is transformed into an
optimization problem of finding the optimal weights. This scheme effectively solves the
subjectivity issue in threshold determination in previous trust mechanisms. Finally, a
technique for order preference by similarity to an ideal solution similarity ranking tech-
nique for multi-criteria decision making based on the entropy weight method (EW-TOM)
is proposed to jointly optimize system latency and energy consumption. Simulation re-
sults show that the proposed scheme achieves more than 95% accuracy in filtering normal
nodes, which is more than 20% better than other schemes. In addition, the latency and
energy cost are better than other schemes, with an improvement of more than 6%.
Keywords: Mobile edge computing, Classification, Trust, Task offloading, Entropy
weight method

1. Introduction. Nowadays, a large number of vehicles transmit information over the
network to ensure the real-time operation of the Internet of Vehicles system. The traffic
video surveillance system is a powerful guarantee for the normal operation of traffic,
which can receive vehicle data consisting of location, vehicle status, and road conditions
[1]. Most video surveillance systems adopt cloud-based centralized solutions. Although
cloud computing provides scalable resources for accommodating data, the significant data
communication overhead and latency constraints become the key bottlenecks for real-time
Internet of Vehicles services. In order to achieve better real-time services, distributed
solutions have been studied on video surveillance terminals [2]. Edge computing, as a
distributed computing paradigm, has efficient storage resources, computing power, and
network connectivity around video surveillance devices, which shortens the response time
of video services [3, 4, 5, 6].

The exponential growth of network data and the widespread adoption of edge nodes
present challenges for network security and user privacy protection. With the increase
in traffic data and computational tasks, edge nodes are susceptible to illegal use and
tampering of video data. A key issue is how to securely offload data to edge nodes [7, 8].
Therefore, in the context of edge computing, the security and responsiveness of traffic
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video surveillance play a crucial role in timely response to traffic incidents and building
a better traffic environment. It is also necessary to allocate resources appropriately to
minimize latency and energy consumption, thereby ensuring real-time performance [9].
To address the aforementioned problems, we propose a secure offloading scheme for

mobile edge computing targeted at traffic video surveillance. This scheme utilizes a novel
trust mechanism based on linear discriminant analysis (LDA) to resist internal attacks and
employs the ideal solution similarity ranking technique for multi-criteria decision making
based on the entropy weight method (EW-TOM) to achieve a reasonable allocation of
edge computing resources, thereby achieving low latency and low energy consumption.
The main contributions of this paper are as follows.
1) Utilize machine learning algorithms to train the judgment of whether edge nodes pose

a threat to communication. A novel trust scheme based on linear discriminant analysis,
which is based on edge computing, is designed to classify the malicious nodes and honest
nodes, effectively addressing the subjectivity issue of threshold establishment in previous
trust schemes.
2) The differential evolution (DE) algorithm is employed to optimize the weight matrix,

which combines the security information of edge network nodes to partition their security.
This ensures the reliability of the classification results.
3) The edge nodes in the video surveillance service area are combined with trust val-

ues, delay, and energy consumption indicators. Weighting is performed using the entropy
weight method to assign scores, ensuring a joint optimization of delay and energy con-
sumption under the premise of secure data offloading.
4) The proposed scheme achieves more than 95% accuracy in filtering normal nodes,

which is more than 20% better than other schemes. In addition, the latency and energy
cost are better than other schemes, with an improvement of more than 6%.
The rest of the paper is organized as follows. Section 2 presents related work. Section

3 introduces and clarifies the trust classification model, time-cost model and energy con-
sumption model in video surveillance of traffic systems. Section 4 firstly identifies the
optimization objectives and then solves the multi-objective optimization problem using
the EW-TOM method. Section 5 performs simulation validation in terms of security clas-
sification, delay and energy consumption, and the experimental results show that our
model achieves better performance than other methods. Finally, Section 6 summarizes
the work of this paper.

2. Related Work. In intelligent transportation systems, the offloading of video surveil-
lance tasks requires appropriate partitioning of computational tasks and their rational
allocation to edge nodes [10, 11, 12]. The work of [4] proposes a hardware-based imple-
mentation of a joint optimization scheme for multi-user and multi-edge server computation
offloading and resource allocation, aiming to reduce energy consumption while meeting
task latency requirements. The work of [13] addresses the problem of low-cost task of-
floading in resource-constrained multi-drone edge computing environments by proposing
a distributed location-aware task offloading scheme to enhance task offloading efficiency.
The work of [3] introduces a deep reinforcement learning method for selecting the op-
timal edge server for offloading and allocating the best computational resources. These
approaches primarily consider energy resource costs, but pay insufficient attention to time
costs. Additionally, considering the time cost, Xu et al. present a resource allocation mod-
el [14] that adopts delay-aware scheduling and resource allocation algorithms to minimize
time delay. The work of [15] proposes a task offloading strategy for heterogeneous edge
systems to obtain optimal task offloading policies and reduce system latency. Wang and
Yuan use a game model to reduce the energy consumption of the base station group [16].
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Liu et al. optimize the delay and optimize the energy consumption by means of the knap-
sack problem [17]. However, the above studies mainly focus on solving problems such as
time and energy delays. None of them considers security-related issues.

Edge nodes face serious challenges in privacy protection and preventing privacy leakage
during task offloading. Xie et al. analyze the issue of malicious behavior by nodes during
task offloading and propose a security analysis-based task offloading method to address
this problem [18]. The work of [19] presents an edge computing service architecture that
combines trust management methods with dynamic cost evaluation schemes to address
trust-related issues. In the work of [20], an extensible trust-based security mechanism is
derived to meet the security requirements of mobile edge clouds. Jiang and Tseng estab-
lish a trust mechanism for base station nodes based on mobile edge computing, providing a
scientific theoretical basis and guidance for mobile edge computing applications [21]. The
works of [22, 23] propose trust-aware service offloading strategies for vehicular surveillance
in the context of edge computing to ensure security during data offloading. Furthermore,
the work of [24] introduces the updating of trust evaluation results for mobile terminals
based on environmental changes. Latif et al. also propose a trust management model
that evaluates device trustworthiness based on specified weights [25]. Although security
issues have been under focus, a comprehensive security decision-making system has not
yet been established. Existing trust schemes typically require a threshold to distinguish
between normal and malicious nodes. Unfortunately, determining an appropriate thresh-
old for a trust scheme remains an open question. Additionally, current research efforts
primarily focus on optimizing strategies to reduce user latency or energy consumption,
often overlooking the trustworthiness of services.

In the above related work, only the latency can be well optimized when offloading
the edge tasks is considered alone without considering the security; or considering the
security but making concessions in terms of time and energy consumption. Therefore,
this paper aims to achieve a comprehensive optimization of system latency and energy
consumption while ensuring security. In this paper, we design a secure edge computing
offloading scheme for traffic video surveillance. By training a novel secure neural network
model using a large amount of node data, the scheme evaluates the security of edge
nodes under different traffic scenarios. The scheme is based on the premise of secure
data offloading, ensures that the nodes to which tasks are offloaded are trusted, and
optimizes the operational energy consumption and computational response time of the
traffic intelligent surveillance system to ensure real-time quality of service (QoS).

3. System Model. This section presents and elucidates the trust classification model,
time cost model, and energy consumption model in video surveillance in the context of
transportation systems. The symbols are listed in Table 1.

3.1. Architecture for edge computing-based traffic video surveillance. This pa-
per applies edge computing technology to video surveillance in transportation systems.
The system architecture is depicted in Figure 1, where the surveillance devices are fixedly
installed at the roadside, capturing video footage as vehicles move. The mobile edge net-
work for traffic video surveillance consists of M video surveillance devices along the roads,
one cloud server, and N edge servers (each edge node is associated with one edge server,
where M > N). The video data generated by the surveillance devices are offloaded to
nearby edge nodes via wireless access points (APs). Each edge server can perform com-
putation tasks and transmit the computation results to the cloud data center for video
analysis through base stations.
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Table 1. Symbol definitions

Symbols Definitions
M Number of video surveillance equipment
N Number of edge nodes
P Number of trust features
I Trust value
T Time delay
E Energy loss
Q Multiple optimization objectives
wN Classification weights
Wj Entropy weight

Figure 1. Secure offload framework for traffic video surveillance with edge computing

3.2. Trust classification model.

3.2.1. Training network node information network. The surrounding area of the traffic
video surveillance system is populated with numerous edge nodes, and the trustworthiness
of these edge nodes is influenced by multiple trust factors. Therefore, the establishment
of the edge node trust system serves as a prerequisite and foundation for computing the
trust value of edge nodes. The primary trust factors that affect the trust value of edge
nodes include the number of task offloading instances received by the nodes, the average
task load offloaded to the nodes, the coverage range of the nodes, the signal strength of
task reception by the nodes, and the success rate of task offloading at the nodes.
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To evaluate the security of edge nodes, it is necessary to collect and analyze the corre-
sponding data of the trust feature elements of the nodes under evaluation, and establish
an edge node information model. Assuming there are N edge nodes in the network and
P quantized trust feature elements, the resulting matrix for quantized trust features of
edge nodes N is as follows:

N =


n1,1 n1,2 · · · n1,P

n2,1 n2,2 · · · n2,P
...

...
. . .

...
nN,1 nN,2 · · · nN,P


The feature information of the edge node is denoted as nn = (nn,1, nn,2, . . . , nn,P ),

representing the collection of all trust quantized features of the n-th network edge node.
And, n is a natural number. nn,1 represents the first quantized feature of the n-th network
edge node, while nn,P represents the P -th quantized feature of the n-th network edge node.

For newly joined nodes, the initial values are uniformly set to the same value within
the trusted range. In subsequent offloading processes, the trustworthiness of edge nodes
is reevaluated based on the unloading interaction and success rate.

Next, an information classification function needs to be established and a weight matrix
designed to ensure accurate identification of trust features of edge nodes. Before establish-
ing the information classification function, it is necessary to normalize the trust quantized
feature matrix N of the edge nodes. Normalization is a linear transformation applied to
the raw data, where the max {n1,p, n2,p, . . . , nn,p} represents the maximum value of the
feature data and the min {n1,p, n2,p, . . . , nn,p} represents the minimum value of the feature
data.

N̂n,p =
nn,p −min {n1,p, n2,p, . . . , nn,p}

max {n1,p, n2,p, . . . , nn,p} −min {n1,p, n2,p, . . . , nn,p}
, ∀n ∈ N, ∀p ∈ P (1)

For the trust quantized feature matrix N of edge node information, the standardized
samples obtained by denoting it as N̂n,p, and then the normalized matrix is obtained N̂,
the product with the weight matrix wN of the quantized features is represented as ZN,
which corresponds to the target output value. It can be expressed as follows:

ZN = N̂×wN (2)

And the mean of the trust quantized feature matrix ZN of the edge node is denoted
by ZN . The expression is as follows:

ZN =
1

N

N∑
n=1

ZNn =
1

N

N∑
n=1

(
N̂n ×wN

)
, ∀n ∈ N (3)

where ZNn is the value of the n-th node in matrix ZN, and N̂n =
(
N̂n,1, N̂n,2, . . . , N̂n,P

)
.

In order to demonstrate the degree of dispersion of the distribution obtained by calculating
the trust feature factors of the edge nodes based on their own trust characteristics, the
covariance matrix of the information quantization features of the edge nodes is computed
and denoted as SZN . The expression is as follows:

SZN =
1

N

N∑
n=1

(
ZNn − ZN

) (
ZNn − ZN

)T
=

1

N

N∑
n=1

(
N̂n ×wN − ZN

)(
N̂n ×wN − ZN

)T

(4)
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The covariance matrix is computed for quantifying the information quantization fea-
tures of the edge nodes, which is used to characterize the similarity among different feature
variables and determine their within-class dispersion. The computed results are divided
into two categories: the first category represents edge nodes classified as honest nodes,
and the second category represents network nodes identified as malicious nodes. For the
first category of honest nodes, there are N1 valid nodes that match with them. The sam-
ple mean is denoted as ZN1, and the covariance is denoted as SN1 . The expressions for
these are as follows:

ZN1 =
1

N1

N1∑
n=1

ZNn =
1

N1

N1∑
n=1

(
N̂n ×wN

)
(5)

SN1 =
1

N1

N1∑
n=1

(
N̂n ×wN − ZN1

)(
N̂n ×wN − ZN1

)T

(6)

For the second category of nodes identified as malicious, there exist N2 matches, with
a sample mean denoted as ZN2 and a covariance denoted by SN2 . The expressions are as
follows:

ZN2 =
1

N2

N2∑
n=1

ZNn =
1

N2

N2∑
n=1

(
N̂n ×wN

)
(7)

SN2 =
1

N2

N2∑
n=1

(
N̂n ×wN − ZN2

)(
N̂n ×wN − ZN2

)T

(8)

In order to obtain a robust security model, the linear discriminant analysis (LDA) ap-
proach [13] is employed, ensuring small within-class variations and large between-class
separations, thus achieving high cohesion and low coupling. By continuously training the
classification weights, the high-dimensional data belonging to the same class are project-
ed onto a lower-dimensional space, bringing together samples of the same category while
keeping a considerable distance from different categories. Ultimately, the trust quanti-
zation features of the high-dimensional edge nodes are projected onto a one-dimensional
line. To enhance the algorithm’s adaptability and flexibility, an improved algorithm called
DE/rand2best/1/bin is proposed, where rand2best always compares with the historical
best solution. The number of difference vectors used is one, and a binary bin crossover
operation method is employed to assess the security of network node information [14].
In the security classification model, the inter-class difference is represented by

(
ZN1−

ZN2

)2
, and a greater inter-class difference is desired. The intra-class difference is repre-

sented by SN1 + SN2 , and a smaller intra-class difference is desired. Therefore, a function
model FNi

is established for the classification model to satisfy the aforementioned assump-
tions, where the inter-class difference is directly proportional to FNi

and the intra-class
difference is inversely proportional to FNi

. The expression is as follows:

FNi
(wN) =

(
ZN1 − ZN2

)2
SN1 + SN2

(9)

The problem of the classification model is thus transformed into finding the value of
wN when FNi

is maximized, which can be expressed using the following equation:

ŵN = argmax
wN

FNi
(wN) , ŵN ∈ (0, 1) (10)
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3.2.2. Optimization of the weight vector. In the context of security classification problems,
the aforementioned problem has been transformed into a function model of weights. In
order to obtain a robust security classification model, the differential evolution (DE)
algorithm is utilized for weight optimization. The steps for optimizing the aforementioned
weights of network information quantization features wN , are as follows.

1) Initializing individuals: The differential evolution algorithm utilizes Np real-valued
parameter vectors of dimension D as the population for each generation, with each indi-
vidual represented as wi,G (i = 1, 2, . . . , Np), where i denotes the sequence of individuals
in the population, G denotes the evolution generation, and Np denotes the population
size. Assuming that all randomly initialized populations follow a uniform distribution,
the limits for the quantization feature weights are set as follows:

w
(L)
N ≤ wN ≤ w

(U)
N (11)

In the above equation, w
(L)
N and w

(U)
N respectively represent the lower and upper bounds

of the quantization feature weights wN , yielding the following relationship:

wNi,0 = rand[0, 1]
(
w

(U)
N −w

(L)
N

)
+w

(U)
N , i = (1, 2, . . . , Np) (12)

wNi,0 represents the initial value of the i-th quantization feature weight, and rand[0, 1]
represents a uniformly random number selected from the range of 0 to 1.

2) Mutation operation: Adaptive mutation is performed using a random-to-best mu-
tation method to mutate towards the direction of the best quantization feature weights.
The expression is as follows:

vi,G+1 = wi,G+1 + λ (wbest,G −wi,G) +M (wr1,G −wr2,G) (13)

In the above equation, vi,G+1 represents the newly generated individual after muta-
tion, wi,G represents the current quantization feature weights, wbest,G represents the best
historical quantization feature weights, r1 and r2 denote randomly selected indices. It is
evident that r1 ̸= r2 ̸= i and λ are adaptive mutation operators, and M is the traditional
mutation operator, which involves randomly selecting two different individuals from the
population, scaling their vector difference, and combining it with the individual to be
mutated. The λ satisfies the following relationship:

λ = exp

(
1− Gm

Gm + 1−G

)
(14)

where, Gm represents the maximum evolution generation, G represents the current evo-
lution generation. M satisfies M = M02

λ. M0 is the initial mutation coefficient, which
ranges between 0 and 2 and controls the scaling of the bias variable. A smaller M value
enhances the local search capability of the DE algorithm, while a larger M value allows
the DE algorithm to escape local optima and search for global optimal solutions. Thus,
the differential evolution algorithm possesses adaptive mutation capability.

3) Crossover operation: To increase the diversity of interfering parameter vectors, a
crossover operation is employed:

wi,G+1 = (w1i,G+1, w2i,G+1, . . . , wDi,G+1) (15)

wki,G+1 =

{
vki,G+1, if rand(k) ≤ C or k = R(i)

wki,G+1, if rand(k) > C or k ̸= R(i)
(16)

For D-dimensional quantization feature weights, they can be represented by the vec-
tor wi,G+1. In the equation, rand(k) denotes a random number drawn from a uniform
distribution within [0, 1], C is the crossover coefficient, and R(i) ∈ {1, 2, . . . , D}. If the
random number is less than or equal to the crossover coefficient, or if the dimension
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matches the randomly selected dimension, the quantization feature weight result will un-
dergo crossover with the mutation result; otherwise, it remains unchanged. To ensure
that at least one parameter from the intermediate mutated vector vki,G+1 is passed on to
the next generation, the first gene of the crossover operation is randomly chosen as one
of the parameters of wki,G+1 at the same position after crossover. Subsequent crossover
operations select the parameters at the same position based on the crossover coefficient
C. The crossover operation of the algorithm helps to introduce diversity, which helps to
explore the breadth of the solution space by combining information from individuals to
produce new individuals. This diversity helps to prevent the algorithm from falling into
local optimal solutions.
The C parameter controls the weights of the vector differences, and the choice of the

C parameter directly affects the performance of the DE algorithm. Different values of C
will lead to different behaviours of the algorithm, if the value of C is small, this may
cause the algorithm to fall into local optimal solutions; if the value of C is large, this may
increase the diversity of the algorithm and reduce the convergence speed of the algorithm.
Therefore, a reasonable choice of C value is important to optimize the DE algorithm, and,
Equations (15) and (16) are reasonable.
To introduce more dynamics and increase the persuasiveness of the obtained results, C

is subjected to random transformation. The crossover operator C, with a random range,
is described by the following equation:

C = 0.5 ∗ (1 + rand[0, 1]) (17)

4) Selection operation: In the differential evolution algorithm, the new individuals are
compared with the target individuals in the current population based on a greedy criterion.
The individual with a superior fitness value between the two will be selected to enter the
next generation.

wi,G+1 =

{
vi,G+1, if F (vi,G+1) ≥ F (wi,G+1)

wi,G+1, if F (vi,G+1) < F (wi,G+1)
(18)

In the above equation, F represents the objective function, and a larger value of the
objective function indicates a higher reliability of the classification based on the weight
wi,G+1.
5) Boundary condition handling: Due to the existence of upper and lower bounds for

the weights in this instance, it is necessary to ensure that the parameter values of the
newly generated individuals are within the feasible domain of the problem. Any newly
generated individual that does not satisfy the boundary constraints will be replaced with
a parameter vector randomly generated within the feasible domain. Therefore, we have

wNi,G+1 = rand[0, 1]
(
w

(U)
N −w

(L)
N

)
+w

(L)
N (19)

The final algorithm obtains the strongest fitness wN as the weights for training the
neural network, denoted as ŵN = wN . The neural network model trained according to
this criterion exhibits the best classification performance in this scenario. Additionally,
the trust value of the marginal nodes can be calculated based on these weights.

I = N̂× ŵN , Ii ∈ [0, 1] (20)

In the above equation, I represents the trust value matrix of the marginal nodes, and Ii
represents the trust value of the i-th node. Therefore, during the task offloading process,
it is easy to obtain the trust value of offloading to the marginal nodes.
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3.2.3. Edge offloading security judgment. During the information collection and exchange
process, real-time information from video monitoring is collected. Under the optimal trust
quantization feature weights, the input is fed into the traffic edge network model to de-
termine the security of user real-time access to edge nodes. This can be divided into two
scenarios: if a user accesses a malicious edge node (classified by the model as an untrusted
node or having a trust value below a certain threshold), the malicious edge node will be
blacklisted, while regular users will continue to queue and wait to establish communica-
tion with other edge nodes; if a user accesses a normal edge node, the communication
connection proceeds normally.

3.3. Time cost model. In a traffic video surveillance system, latency is one of the
important factors that affect traffic and must be considered when optimizing the delay
caused by communication between wireless devices and edge servers. Time cost includes
the migration time for offloading and the computation time of the corresponding edge
nodes. As a critical parameter, the time cost determines the quality of real-time services
in the surveillance devices.

The quantification of the uplink transmission rate between video surveillance and ser-
vers is given as follows:

Cn = Bnlog2

(
1 +

Pihn(t)

w0

)
(21)

In the above equation, Bn represents the bandwidth of the uplink transmission link,
w0 represents the power of white noise, Pi represents the transmission power of video
surveillance when offloading its computation tasks to edge servers, and hn(t) represents
the corresponding channel gain, assuming that this value remains constant during the
transmission. The migration time t1 for offloading computation tasks can be calculated
as follows:

t1 =
n∑

i=1

αi

Cn

(22)

where αi is the calculated unloading task volume.
For the computation time at the edge server, fn represents the CPU cycles of the edge

server (unit: cycles/second), and βi represents the number of CPU cycles required to
complete the computation task. Therefore, the computation latency t2 at the edge node
is given by

t2 =
n∑

i=1

βi

fn
(23)

Thus, the total offload delay T is obtained:

T = t1 + t2 (24)

3.4. Energy cost model. Energy consumption is also a crucial factor in traffic video
surveillance. It is important to ensure both high trust values and low latency while mini-
mizing energy costs. The energy optimization in a traffic video surveillance system mainly
consists of two parts: the energy consumed in uploading surveillance data to edge nodes
and the energy consumed in processing the data at the edge nodes.

Firstly, the energy consumption when video surveillance i offloads a computation task
to edge node n is given by

Etran
in =

M∑
i=1

(Poweri × t1) (25)
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where Poweri denotes the power consumption of the i-th video surveillance device for
task offloading transmission. Next, the energy consumption for processing data at the
edge node is given by

Ecal
in =

N∑
i=1

(Powern × t2) (26)

where Powern represents the computing power of the n-th edge server.
The total energy consumption for offloading is obtained as follows:

E = Etran
in + Ecal

in (27)

In contrast to other works, this paper combines reliability and delay energy optimiza-
tion. Firstly, machine learning algorithms are used to train to determine whether edge
nodes pose a threat to communication. A novel trust scheme based on linear discrimi-
nant analysis is designed to classify malicious nodes and honest nodes, which effectively
solves the subjectivity problem of threshold establishment in previous trust schemes. The
differential evolution (DE) algorithm is used to optimize the weight matrix and classi-
fy the edge network nodes as honest nodes by combining their trust characteristics. It
ensures the reliability of the classification results. Secondly, the trust value, delay and
energy consumption metrics of the edge nodes in the video surveillance service area are
jointly optimized. In the following, entropy weighting method will be used for weighted
assignment to ensure the joint optimization of delay and energy consumption under the
premise of data security offloading.

4. Design of the EW-TOM Rating Model. In this section, the optimization objec-
tive is first identified. Then, the EW-TOM method is used to solve the multi-objective
optimization problem. Entropy weighting and multi-criteria decision-making methods are
used to help decision makers select the best option under multiple evaluation metrics or
decision criteria. The entropy weighting method usually does not require the decision
maker to provide subjective weights, as it can automatically calculate weights based on
data. The entropy weighting method is more objective and applicable to problems with
multiple metrics or decision criteria, as it automatically assigns weights to each metric.
Multi-criteria decision-making methods can be tailored to meet the needs of a wide range
of situations, depending on the nature of the problem and on how the distance metrics
are used. Their fusion results in the EW-TOM method, which is suitable for the selection
of offloading options.
In this paper, the objectives include minimizing time overhead and minimizing ener-

gy consumption under the condition of secure offloading. The task offloading problem is
formulated as a multi-objective optimization problem. The problem formulation is repre-
sented as follows:

minQ = {minT,minE}, I ≥ Imin (28)

The constraint represents that the edge nodes must be honest nodes.
Based on the trust classification model in Section 3, it can be determined whether an

edge node is trustworthy. When accessing a malicious node, the connection can be inter-
rupted and the task offloading can be aborted. However, in the entire network, there are
other secure and trustworthy nodes that can provide the same services. Therefore, it is
crucial to establish a task offloading scheme that ensures security while considering low
latency and low energy consumption metrics. In this subsection, the ideal solution sim-
ilarity ranking technique for multi-criteria decision making based on the entropy weight
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method (EW-TOM) is used to score the security nodes within the user service require-
ments, aiming to find the optimal offloading solution.

4.1. Entropy method to calculate information utility value. The problem matrix
Q eliminates the effect of different indicator magnitudes and normalizes to obtain the

matrix Q̂:

Q̂ =


Q̂1,1 Q̂1,2 · · · Q̂1,m

Q̂2,1 Q̂2,2 · · · Q̂2,m

...
...

. . .
...

Q̂n,1 Q̂n,2 · · · Q̂n,m


Using the entropy weight method, the weight of the i-th offloading scheme under the j-th
criterion is calculated, and it is considered as the probability used in the calculation of
relative entropy. In order to obtain the probabilities used in the calculation of relative
entropy, the probability matrix P is obtained, where the calculation formula for each
element pi,j of P is as follows:

pi,j =
Q̂i,j∑n
i=1 Q̂i,j

(29)

where Q̂i,j is every offloading strategy. Moreover,
∑n

i=1 pi,j = 1. Then, the information
entropy of each indicator is calculated and the information utility value is calculated and
normalized to obtain the entropy weight of each indicator. For the j-th criterion, the
formula for calculating the information entropy is

hj = −
∑n

i=1 pi,j ln (pi,j)

lnn
, (j = 1, 2, . . . ,m) (30)

where hj represents the information entropy of the j-th criterion. A larger information
entropy indicates less information for the j-th criterion. When p1,j = p2,j = · · · = pn,j,
the information entropy reaches its maximum value, which is hj = 1. To normalize it,
let Tj represent the information utility value of the j-th criterion, given by the following
expression:

Tj = 1− hj (31)

That is, the higher the information utility value, the more information it contains. By
normalizing the information utility values, we can obtain the entropy weight for each
criterion. Based on the entropy weights, we can allocate weights to the delay and energy
consumption. The entropy weight is calculated as follows:

Wj =
Tj∑m
j=1 Tj

(32)

4.2. TOM scoring algorithm. Based on the objective scoring of each criterion men-
tioned above [26], we can calculate the ideal solution as follows:

Q̂∗ =
(
Q̂∗

1, Q̂
∗
2, . . . , Q̂

∗
m

)
=

(
W1 ·max

{
Q̂1,1, Q̂2,1, . . . , Q̂n,1

}
,W2 ·max

{
Q̂1,2, Q̂2,2, . . . , Q̂n,2

}
, . . . ,

Wm ·max
{
Q̂1,m, Q̂2,m, . . . , Q̂n,m

})
(33)
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The non-ideal solution can be represented as follows, where Q̂∗
1 is the maximum value of

the weighted entropy for the first criterion, and Q̂∗
m is the maximum value of the weighted

entropy for the m-th criterion.

Q̂− =
(
Q̂−

1 , Q̂
−
2 , . . . , Q̂

−
m

)
=

(
W1 ·min

{
Q̂1,1, Q̂2,1, . . . , Q̂n,1

}
,W2 ·min

{
Q̂1,2, Q̂2,2, . . . , Q̂n,2

}
, . . . ,

= Wm ·min
{
Q̂1,m, Q̂2,m, . . . , Q̂n,m

})
(34)

where Q̂−
1 is the minimum value of the weighted entropy for the first criterion, and Q̂−

m

is the minimum value of the weighted entropy for the m-th criterion.
The weights have been applied to Q∗ and Q− before calculating G∗

i and G−
i , and the Q∗

and Q− in the formula are already new data after combining with the weights. Therefore,
the weights are equal. The distance G∗

i between the i-th object and the ideal solution can
be defined as follows:

G∗
i =

√√√√ m∑
j=1

(
Q̂∗

j − Q̂∗
i,j

)2

(35)

Similarly, the distance G−
i between the i-th object and the non-ideal solution can be

defined as follows:

G−
i =

√√√√ m∑
j=1

(
Q̂−

j − Q̂−
i,j

)2

(36)

Finally, the score of the i-th object can be calculated using the Technique for Order
Preference by Similarity to Ideal Solution (TOPSIS) scoring formula.

Fi =
G−

i

G−
i +G∗

i

(37)

The EW-TOM method combines the advantages of entropy weight method, multi-
criteria decision-making, and distance-based ranking of superior and inferior solutions.
Compared to traditional algorithms, it can provide secure allocation solutions for both
types of indicators (max-type and min-type) and various user service requirements. The
pseudocode for selecting the optimal solution is presented in Algorithm 1.

Algorithm 1: Selecting the optimal strategy

Output: Q, I, T, E
Ensure: Fi

1: for i = 1 : N do
2: Calculate hj, Tj, Wj

3: Determine the ideal and negative-ideal solution
4: Calculate the alternative separation for the ideal and negative-ideal solution

respectively
5: Calculate the relative closeness of Fi

6: end for
7: return Fi
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5. Experimental Simulation and Result Evaluation. In this section, we analyze the
proposed secure classification model through simulations. Under the secure classification
model, we perform task offloading and use the EW-TOM method for scoring to identify
the optimal offloading strategy. The simulations are conducted in MATLAB 2020b on a
PC equipped with an AMD Ryzen 7 5800H with Radeon Graphics processor and 16.0 GB
RAM. To ensure the validity of the experiments, we compare the EW-TOM algorithm
with other algorithms using the real dataset from video surveillance nodes in Nanjing City
[26], as shown in Figure 2. The basic parameters and their ranges are listed in Table 2 to
provide a comprehensive understanding of the experiments.

Figure 2. Location distribution map of video surveillance nodes in Nanjing

Table 2. System parameters

Parameters Numerical value/value range

N 500

Percentage of malicious nodes [5%, 30%]

Node feature category P 4

Category 2

G 500

Bn 10 MHz

w0 10−9 W/Hz

Poweri 0.2 W

Number of offloading edge nodes [10, 50]

Number of offloading tasks [50, 150]

Task data volume size [1, 4] MB
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In the process of task offloading, the density of edge node distribution directly affects
the effectiveness of task offloading. A dense distribution can reduce latency and minimize
energy consumption, while a sparse distribution may have the opposite effect. As shown
in Figure 3, under the condition of fixed task size and quantity, the overall optimization
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Figure 3. Impact of edge node distribution on task offloading
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(a) The percentage of malicious nodes is 5%, and
the accuracy rate is 99.8%.
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(b) The percentage of malicious nodes is 10%, and
the accuracy rate is 99.4%.
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(c) The percentage of malicious nodes is 15%, and
the accuracy rate is 99.6%.
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(d) The percentage of malicious nodes is 20%, and
the accuracy rate is 99.4%.

Figure 4. The performance of our trust classification algorithm
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objective of task offloading decreases as the number of edge nodes increases and tends to
stabilize. Therefore, based on the Figure 3, we set the number of edge nodes to be between
10 and 50 to achieve stable performance and effectiveness in optimizing task offloading.

The training of the secure classification model is conducted in an environment with
a total number of N = 500 edge nodes. Under different proportions of malicious secure
nodes, the accuracy of the trained security classification model may vary. Through MAT-
LAB simulations, we experimentally obtained the accuracy of the model under different
proportions of malicious nodes ranging from 5% to 20%, as shown in Figure 4. It can be
observed that the accuracy of the classification model exceeds 96%.

The classification accuracy of the trust classification model is shown in Figure 5. From
Figure 5(a), it can be visually observed that as the number of edge nodes varies in the edge
offloading environment, the probability of accurately classifying the edge nodes remains
above 95%. When the number of edge nodes remains constant and the number of off-
loaded tasks changes, the accuracy of the classification model still performs well, staying
above 96% as shown in Figure 5(b). With an increasing number of completed offloaded
tasks in the environment, the historical evaluation data for the edge nodes becomes more
comprehensive, leading to an excellent classification of edge node trustworthiness, with
an accuracy exceeding 96% as shown in Figure 5(c).

(a) Number of edge nodes (b) Number of offloading tasks

(c) Number of completed offloading tasks

Figure 5. Precision comparison of trust solutions
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In Figure 6, we compared our proposed solution with two other approaches [27, 28] to
confirm the stability and efficiency of our model. From Figure 6, it is evident that our
approach exhibits higher accuracy, significantly surpassing the other two solutions, with
a task offloading ratio to trusted nodes exceeding 95%. While the solution in the work of
[27] shows an increasing trend, its accuracy still falls short of our approach and there is a
considerable gap. The solution in the work of [28] achieves an accuracy of approximately
70%, much lower than the accuracy of our approach. With our classification scheme,
the likelihood of offloading tasks to trusted edge nodes can reach a higher level. And
compared with ITCN, the accuracy of security classification in this paper improves about
37% accuracy; compared with group-agent strategy, the accuracy of security classification
in this paper improves about 20% accuracy. This will greatly improve the probability of
task offloading to reliable nodes.

Figure 6. Accuracy comparison of trust solutions

In the classification model algorithm, the trust values when offloading edge computing
tasks to secure and malicious nodes are shown in Figure 7. The trust values for secure
nodes converge around 0.65, while the trust values for malicious nodes converge around
0.22. The security of the edge nodes can be clearly distinguished, and there is a signifi-
cant difference between the two categories. Based on this model, the edge nodes can be
securely classified, and a reliable threshold can be set to differentiate between the nodes.

Figure 7. Classification trust value
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Considering the substantial difference in trust values between the two classes, a threshold
of 0.4 can be set in subsequent experiments.

According to the objective function (28), which minimizes the joint value of latency
and energy consumption, Figure 8 clearly shows that under the same task load, the EW-
TOM method outperforms BA (bat algorithm) [29], GA (genetic algorithm) [30], and the
conventional random allocation algorithm in terms of the objective value, i.e., achieving
the minimum joint value of latency and energy consumption. This means that the EW-
TOM method can efficiently handle real-time scenarios with lower energy consumption
in shorter time frames. Furthermore, as the task load increases, it can be observed that
the EW-TOM algorithm consistently outperforms the other three algorithms, ensuring
security while providing better services in a shorter time and reducing system energy
consumption. And compared to other algorithms, the performance of EW-TOM improves
on average by more than 13% as the volumes of tasks increase.

Figure 8. Variation of total target value with task volume

As shown in Figure 9, with an increase in CPU cycle count, the processor’s data process-
ing capability enhances, leading to a decrease in the overall objective value of latency and
energy consumption. Even with an increasing CPU cycle count, our EW-TOM method
remains significantly superior to the other three methods, ensuring the lowest overall val-
ue of latency and energy consumption and achieving energy efficiency with shorter task
processing time. Figure 9 also indicates that the normal random (NOR) method exhibits
larger fluctuations compared to the other methods, indicating suboptimal performance.
With the increased computational power of the edge server, the overall optimization of
latency-energy consumption of EW-TOM improves by more than 6% compared to other
algorithms.

6. Conclusion. In order to address the issue of internal attacks caused by offloading traf-
fic surveillance video processing tasks to the edge cloud, as well as the problem of rational
allocation of edge computing resources to reduce service latency and system energy con-
sumption, this paper proposes a secure task offloading scheme for traffic video surveillance
based on edge computing. Firstly, a novel trust scheme based on LDA (linear discriminant
analysis) is introduced. This scheme addresses the subjectivity issue in threshold setting
of trust mechanisms by conducting multiple training sessions on objective data. Simu-
lation results demonstrate that the accuracy of selecting normal nodes using our scheme
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Figure 9. Variation of the total target value with the number of CPU cycles

exceeds 95%, which is significantly higher than other similar approaches. After selecting
the normal nodes, the joint optimization of system latency and energy consumption is
performed using the EW-TOM method. Our solution ensures the minimal latency and
energy consumption in the secure offloading environment of the traffic network, providing
real-time information to users in the transportation system for better emergency handling.
It optimizes the operational energy consumption of the traffic intelligent monitoring sys-
tem and the response time of computational tasks, ensuring the optimization of latency
and energy consumption costs in edge computing services. Simulation results show that
the proposed scheme achieves more than 95% accuracy in filtering normal nodes, which
is more than 20% better than other schemes. In addition, the latency and energy cost are
better than other schemes, with an improvement of more than 6%.
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